Application of regression tress for prediction of water conduits failure rate
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Abstract. This paper presents the results of predicting the failure rate of water distribution pipes and house connections in a selected city in Poland by means of regression trees. Several regression tree models were built as part of modelling. Optimal models were selected (separately for each of the water conduit types) via an analysis of the so-called costs. The regression tree structure comprised independent variables, i.e. predictors (length, diameter, year of construction and material). The failure rates of the two types of water conduits were the dependent variable. The optimal models were characterized by the lowest costs and a relatively simple tree architecture. Operational data from the years 2001–2012 were used to determine the experimental (real) values of the failure rate and to build regression tree models. The optimal models included eight divided nodes and nine end nodes. The ranking of the significance of the parameters showed that length was the predictor responsible for division on the successive tree levels. The obtained high consistency (0.99) of the real data with the predicted ones indicates that the regression tree method can be used to analyze and assess the failure rate of water conduits.

1 Introduction

Mathematical modelling has been applied in many spheres of life already for many years [1, 2]. Especially engineering problems are solved using mathematical tools [3, 4]. Environmental engineering is a field which has been developing very rapidly. Among the many branches of broadly understood environmental engineering one should distinguish the sphere of municipal management, i.e. water supply systems, sewage disposal systems and waste management systems. The three areas mentioned can be said to belong to the critical infrastructure since their role is absolutely vital for the security and quality of life of inhabitants [5, 6]. Many of the phenomena connected with operating hydraulics and the design of water distribution systems [7] or sewage disposal systems [8] have already been thoroughly explored and described in the literature on the subject. Therefore today increasing importance is attached to the proper management and operation of municipal systems. Hence it is necessary to use the available mathematical tools to forecast the dynamically changing parameters of water distribution network operation. Reliability indices, e.g. the failure rate, not only should be determined on the basis of operational data,
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but also relatively easily and quickly implementable algorithms and models should be employed to predict such random variables. The failure rate has been usually determined on the basis of the available operational data [9, 10] or through model studies [11], statistical models [12, 13] and other less conventional modelling methods [14–16]. So far the regression tree methodology has not been widely used to assess the reliability of municipal system operation or to predict selected indicators. This is why the author decided to take up this subject. The main aim of this paper is to show the possibilities of applying the regression tree algorithm to the analysis of the frequency of failures of water conduits. This method has already found application in many other fields, e.g. in the assessment of the degree of damage to buildings [17], in the modelling of the rate of failure of pumping systems [18] and in broadly understood economy [19]. Thus it seemed worthwhile to find out whether it is suitable for assessing the frequency of failures of water supply networks.

Moreover, this paper is a complement to the research presented in another work by the author [20], in which the failure rate was predicted (for the same water distribution network) by means of artificial intelligence. Thus it will be possible to compare the effectiveness of the regression tree method with that of the artificial neural network algorithm.

2 Materials and methods

Regression trees and classification trees are used to predict respectively quantitative and qualitative variables. This method of data analysis and prediction began to be used in the 1960s, but in 1984 it was popularized by L. Breiman [21]. Generally speaking, a regression tree (RT) or a classification tree (CT) is a directed graph having a root and nodes (leaves), in which the conditions regarding variables are checked, and branches comprising decision rules. As a rule, the regression tree method is easier to implement and makes the analysis of the results easier than the classification tree method [21]. An analysis using a tree building algorithm consists in finding a set of logical division conditions, and relations between the predictors and the dependent variable, which leads to prediction results [21]. The advantage of using RTs and CTs is the relatively easy interpretation of the results and accurate predictions [22]. Moreover, regression tree models are resistant to outliers, which for various reasons may occur in the operational data acquired from water companies. When outliers appear, they are isolated in small nodes. If there are only a few such values, they can be neglected [21].

The failure rate \( (\lambda, \text{fail.}/(\text{km} \cdot \text{a})) \) of water supply pipes was predicted using the regression tree method. Since the failure rate of the distribution pipes \( (\lambda_r) \) and that of the house connections \( (\lambda_p) \) were to be predicted separately it was necessary to build two different tree models. Rates \( \lambda \) were the dependent variables while the predictors (independent variables) were: length, diameter, year of construction and material, separately for the distribution pipes and the house connections.

Operational data for the years 2001–2012, obtained from a water company in one of the medium-sized cities in Poland, were used to determine the actual failure rate \( \lambda \) and to predict it by means of regression trees. When building a regression tree model, one should bear in mind that too complex trees are difficult to interpret. Therefore, as in any other approach so in the case of the RT method, the aim is to create as simple models as possible, but fully rendering the interrelations between the dependent variables and the predictors. The values of the experimental dependent variables and the predictors are presented in table 1.
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The optimal regression tree model was selected on the basis of the resubstitution of costs, where the expected squared error is calculated from the relation [21]:

\[ R(d) = \frac{1}{N} \sum_{i=1}^{N} (y_i - d(x_i))^2, \]  

where training sample \( Z \) consists of points \( (x_i, y_i), \) for \( i = 1, 2, \ldots, N \). The calculations are performed for the same data set which was used to build model \( d \) [21]. In this case training sample \( Z \) consists of such independent variables \( (x) \) as length, diameter, material and year of construction of water pipe as well as dependent variable \( (y) – failure rate \) (see table 1).

A regression tree is created through iterative divisions in the nodes so as to minimize the cost [21]. The notion of cost (in the RT method [22]) is a generalization of the idea that the model with the smallest error is characterized by the best prediction. The measure of cost is a ratio of the incorrectly defined cases to all the cases. Thus the optimal model should be characterized by the lowest cost. An important element of the analysis and the choice of tree size is \( V \)-fold cross-validation, consisting in dividing the data into \( V \) randomly selected disjoint parts. Using the remaining \((V-I)\) parts of the data as training cases, the dependent variable is predicted and the prediction error is calculated. The tree of a given quantity is calculated \( V \) times. Each time cases with one subsample excluded (to serve as a test sample) are used in the calculations. Thus each of the subsamples is used \( V-I \) times in the training sample and only once as the test sample. The cross-validation cost (CV cost) is calculated as the average cost for \( V \) test samples. This average is a CV cost estimate [22]. In this study 10-fold cross-validation was used. A given tree must be created many times and a large data set is needed to perform the divisions mentioned above. The tree structure (the number of branches and nodes) depends on the number of divisions responsible for the best prediction. Divisions are performed until the nodes are homogenous or comprise a specified number of cases. The computations presented in this study were carried out using the Statisteca 12.0 software.

### 3 Results and discussion

Ten and twelve regression tree models were built to predict respectively failure rates \( \lambda_r \) and \( \lambda_p \). The methodology described above was used to select optimal regression tree models. Their structures are shown in figure 1. There were 8 divided nodes and 9 end nodes in each of the models for predicting the failure rate of respectively distribution pipes and house connections. Under close examination the models differ considerably in their architecture. Differences are visible already on the third level of division, i.e. in nodes (leaves) number 4, 5, 10 and 11. One can say that the tree model for distribution pipes is more complicated since most (6 out of 9) of the end nodes are on the last level of division, which may indicate that until the very end of division the decision rules were not explicit. The architectures of

<table>
<thead>
<tr>
<th>Length, km</th>
<th>Diameter, mm</th>
<th>Year of construction</th>
<th>Material</th>
<th>( \lambda_r ) fail./ (km·year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>House connections</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23.4–50.2</td>
<td>20–100</td>
<td>1961–2012</td>
<td>cast iron, steel, galvanized steel, PE, PVC</td>
<td>0.23–1.59</td>
</tr>
<tr>
<td>Distribution pipes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57.3–88.7</td>
<td>80–200</td>
<td>1961–2006</td>
<td>cast iron, steel, PE, PVC</td>
<td>0.10–0.57</td>
</tr>
</tbody>
</table>

Table 1. Dependent variables and predictors.
the regression trees (fig. 1) do not seem to be too complex, considering the number and type of independent variables which make up the model. It should be mentioned that regression trees can be connected into assemblies of trees to form a random forest. As a rule, an assembly of trees gives better prediction results than a single, even most complicated, tree [22]. In the case of a random forest, it would be necessary to include many other variables in the vector of predictors so that the complicated model architecture reflected the relations between the predicted variable and the independent variables. This is naturally limited by the acquirability of many operational variables. It seems that information on the pressure prevailing in the water supply network and other data on the pipelines (e.g. the number and kind of failures) and even data seemingly not connected with the failure rate problem, such as water production and demand or losses, should be added to the vector of predictors.

![Fig. 1. Optimal structure of regression tree, a) distribution pipes, b) house connections.](image1)

Cost sequence diagrams after cross-validation for the RT models are shown in figure 2. Models no. 3 and 4, for which the costs amounted to 0.000333 and 0.001086, were selected as optimal for the prediction of rate $\lambda_r$ and $\lambda_p$, respectively.

![Fig. 2. Cross-validation cost (CV), a) distribution pipes, b) house connections.](image2)

It was found that the costs would increase as model complexity decreased, e.g. models 10 and 12 had only one end node. On the other hand, when selecting an optimal model one should also take into account the simplicity of the regression tree architecture. It is not a great achievement when one selects a model characterized by very low resubstitution cost...
values, but whose structure is very complicated (e.g. there are 10–20 end and divided nodes).

For the division into branches and levels it is essential to determine the so-called importance, i.e. rank the predictors according to their significance on the scale of 0–1. This approach is helpful in identifying the variables having a significant prediction power with regard to dependent variables [21, 22]. When predicting the failure rate of house connections ($\lambda_p$), the independent variables were ordered as follows: conduit length, material, year of construction and diameter. The importance of the above predictors amounted to respectively: 1.00, 0.07, 0.03 and 0.01. In the case of the regression tree used to model rate $\lambda_r$, the significance ranking was a little bit different: pipeline length (1.00), year of construction (0.08), diameter (0.04) and material (0.02). It is apparent that the conduit length predictor dominated in the optimal models, considering that its value was by two orders of magnitude higher than the values of the other independent variables. This fact is quite inexplicable since it is rather such independent variables as conduit material, diameter and laying year should be the predictor having a greater influence on the prediction of the dependent variable (the failure rate). The research so far has shown that not pipeline length, but the other variables are relatively important in the assessment of the failure rate of water conduits [23, 24]. However, an analysis of figure 3, illustrating the real (experimental) and predicted (by the RT model) failure rates of respectively the house connections and the distribution pipes, shows that despite the quite surprising dominance of one dependent variable (length) the modelling results are simply ideal. The regression tree method considerably differs from other regression algorithms, such as support vector machines or K-nearest neighbours, which may affect the quality of modelling and the choice of a particular independent variable as the dominant parameter in the prediction of the failure rate of water conduits.

![Experimental and predicted failure rates](image)

**Fig. 3.** Experimental and predicted failure rates, a) house connections, b) distribution pipes.
Almost ideal convergence between the real failure rate and the predicted one was observed for the house connections (fig. 3a). Coefficients R and $R^2$ amounted to respectively 0.994 and 0.988. Only in 2011 the predicted failure rate was slightly higher than the real one. The Spearman rank correlation, which is a nonparametric measure of statistical interdependence between variables, is also high, amounting to 0.995. When the RT modelling results are compared with the results of predicting rate $\lambda_p$ by means of artificial neural networks (ANN) [20], it becomes apparent that the latter method generates greater divergences between experimental and predicted data. However, one should note that the ANN modelling methodology is somewhat different the RT methodology. In the case of the RT algorithm, a whole data set was used to build the model. Whereas ANN models are created on the basis of a data set which is divided into two subsets: a training subset and a testing subset. The prediction results for the testing set are characterized by larger real-predicted value errors due to the fact that the ANN model previously “saw” only the training set data. Therefore it seems necessary to broaden the present research by carrying out the validation of the RT model on the basis of the operational data from the next years. In this way one can conclusively determine whether the regression method is more advantageous as regards the correct prediction of the failure rate of water supply pipelines.

The prediction of the rate of failure of the distribution pipes (fig. 3b) is very good. The relative prediction error amounted to about max. 6.5%, which is a satisfactory result. The correlation between the experimental results and the ones predicted by the RT method was $R^2 = 0.996$. The Spearman rank correlation is at a similar level as in the analysis of the failure rate of the house connections, amounting to 0.993. The rank correlation values indicate that the variables (the experimental and the predicted failure rates) form an increasing function. The analyses show that the RT algorithm is quite a universal approximator. The other regression methods, e.g. artificial neural networks [20], are not always able to make a correct prediction of data slightly divergent from the other values in the set (e.g. the values of rate $\lambda_r$ in 2011). As mentioned above, the resistance of the RT method to outliers is undoubtedly its advantage over the artificial intelligence algorithm.

However, when analyzing the suitability of regression methods for predicting failure rates one should take into account not only the agreement between the predicted data and the real ones, but also the type of pipeline and its influence on the reliable operation of the whole water distribution network. Because of the higher costs of repair and the social costs resulting from a drop in network pressure, interruptions in water supply and other failure events, failures of a trunk water main or a distribution pipe have more significant consequences than a failure or 10–20 house connections at the same time. Since the prediction results are promising, it seems that in the future the regression tree method should be considered as an alternative to other regression methods for predicting and analyzing the failure rate of water supply pipelines.

Failure rate prediction using mathematical modelling, e.g. regression trees or other regression methods as artificial intelligence or support vector machines, could be useful for water companies. The modelling results could be used by water utilities to e.g. plan the modernization schedule or to propose the proper renovation method for specific water pipe section. In such case including the street name and exact localization of occurred damage seems to be reasonable and useful especially for exploiters who are interested a lot of in practical and technical aspects. We see that at this stage there many additional facts and data which should be taken into consideration during forecasting of failure frequency. Moreover, this kind of failure rate assessment (by means of RT) allows us to distinguish and choose the most important variables (see significance ranking described above). This knowledge is also very useful for water companies, because in relatively simple way we point out what kind of data and with what accuracy should be registered.
4 Conclusions

The results of predicting the rate of failures of the distribution pipes and house connections in one of the Polish cities by means of the regression tree method have been presented. The subject seems to be important for the correct and quick estimation of the reliability level of municipal systems. The created RT models can be useful in cases when it is necessary to determine the failure frequency in order to make a decision on planned repairs of water supply pipelines. The modelling methodology presented here is something of a novelty in comparison with the approach used so far to predict the failure rate of water conduits. A survey of literature on this subject revealed that the regression tree method is not widely used to assess the level of operational reliability of water supply networks, which induced the author to take up this subject. The main conclusions emerging from the modelling are as follows:

- ideal convergence (at the level of 0.99) between the experimental data and the values predicted by the regression tree models was obtained for both the distribution pipes and the house connection;
- the optimal RT models, selected on the basis of a minimal cost analysis, comprised 8 divided nodes and 9 end nodes; despite the fact that the number of nodes was the same in both the model for predicting the failure rate of house connections and the one for predicting the failure rate of the distribution pipes, the architecture of the two models was considerably different: different nodes (leaves) would undergo division and the number of nodes on the particular tree levels was different; the tree model for the failure rate of house connections seems to be less complicated since its final nodes are uniformly distributed between the last and the last but one level of the tree, which may indicate that the final divisions were performed uniformly and the decision rules were quite explicit;
- the lowest costs were recorded for the models the structures of which were quite complicated (10–20 divided and end nodes); the criterion for selecting the optimal model cannot be based on costs only since the aim is also to minimize model complexity; as regards regression trees, it is better to replace the very complicated structure of a single tree with a random forest; this seems to be sensible for predicting random variables, which reliability indices undoubtedly are;
- the analysis of the ranking of significance showed that length is an independent variable having the greatest influence on the tree structure; the importance of this parameter amounted to 1.00 and that of the other parameters was lower by as many as two orders of magnitude; it was precisely the length of pipelines which was responsible for divisions in the nodes on the successive levels of the tree;
- the comparison of the results of modelling by means of respectively regression trees and artificial neural networks [20] indicates that the latter method is less resistant to outliers, whereby the convergence between the predicted values and the real ones is lower.
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