A SURVEY ON DIFFERENT ALGORITHMS USED IN DEEP LEARNING PROCESS
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Abstract: Deep Learning is a significant tool that communicates with the computer to perform task as a natural human being. Deep learning algorithms exhibit a vital role in defining the features and can assist the large number of processes for the data which are structured or unstructured. In recent years, this concept is receiving quite a lot of attention for its exceeding achievements in human-level performance. In deep learning, systematic and rapid development of diverse lifestyle, including marketing, policing, finance, manufacturing and education modeling which creates pioneering technologies such as autonomous systems. Deep learning being a subset of machine learning is tackling problems with advanced features. Deep Learning is basically a neural network with processing units consisting of multiple layers with which it has efficaciously applicable to a wide set of problems in the areas such as image processing, image recognition and natural language processing. This paper gives a brief review on the different approaches, algorithms used in deep learning techniques from the beginning to the present scenario. The main aim of this study is to reveal the advantages features of the handsome approaches utilized in the deep learning process. Deep learning methods are contributing a diversity of assistances not only to online learners but also to institutions that advance in current eLearning platforms. This survey will afford an overview of the key ideas on the concept, approaches, advantages and impact of deep learning in the area of research.
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1 Introduction

Deep learning is one of the machine learning procedures that imparts computers to organize the natural behavior of a human being like driverless cars [1] which should sense the stop sign, a pedestrian from a lamppost, intruders and all hurdles by its own. It forms as a mainsource to control voices in devices likes hands-free speakers, cell phones, tablets, TVs, etc [2,3]. In addition to the above application it is also used in fraud detection[4], email/spam filtering[5], credit scores[6], web-searches [7] as well as it gives solutions for abundance of complex data from diverse sources like visual, audio, medical, social, and sensor. Deep learning is also called as a subset of Artificial Intelligence that replicates the working of the human brain and copies the ability of processing data in objects detection, speech recognition, languages translation, and decisions making.

In deep learning, modelling is done by a computer model that itself is designed to classify the tasks directly from sound, text or images. Deep learning models have attained its state-of-the-art accuracy, in such a way that it has the possibility to even overrule human-level performance. Computer Models are accomplished by using a large set of labeled data and combining the principle of neural network architectures which basically contains multiple processing layers. The capacity to develop large numbers of features in simple procedures makes deep learning very prevailing when it is dealt with unstructured data. Eventually, deep learning algorithms are overindulgence for less complex problems as they need access to a huge amount of data to be
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operative. For example, ImageNet, a standard deep learning models is trained particularly for wide-ranging image recognition, and it has the feasibility to access more than 14 million images.

The success of deep learning in the recent years resides in the image recognition and natural language processing over other machine learning methods [8]. Still the neural networks that was processed with multiple layers along with hidden layers leads to chaos for the beginners as well as researchers. This distorts the main purpose of deep-learning algorithm and its simplicity in solving complex problems [9]. The achievement of deep learning is entrenched in the capability of deep neural networks to acquire descriptors of data with different levels of ideas without human intervention [10]. One of the chief assessments of machine learning algorithms is that it is deficient of innovative laws, understanding, and information that has been ascending from their usage. This is of the fact that the algorithms utilized in the machine learning are essentially machine-built models appears to be complex for human understanding. Hence a handsome of knowledge of deep learning algorithms and its approaches are required for everyone to explore many new facts in real life scenario. This review gives a wide insight of the concept, different algorithmic methodused in the deep learning process.

2 Deep Learning-a brief intro

Deep learning being a part of machine learning algorithms which utilizes multiple layers to gradually extract higher-level characteristics from the raw input. It mainly focuses image processing, in which the perception is divided into several layers. The higher layers classify the notions similar to human such as digits or letters or faces and lower layers might categorize the edges. Deep learning process is to investigate data with a given logical structure. This is attained by the usage of multi-layered assembly of algorithms called neural networks. The purpose of the design of neural network is in such a way that it replicated the function of a human brain.

Similar to our brain, neural networks are modelled to recognize patterns and categorize different types of information received from the real life and trained to complete the similar tasks on data. Each and every time our brain obtains new information, it has the capability to relate it with a known object, which is the same concept in deep neural networks also. Such networks perform different tasks like clustering, classification, regression on large sets of data to sort the unlabeled data according to its matching capacity among the well-known data set. To make it still clear, here are few methods which have inimitable abilities that thrive the deep learning models to solve tasks that machine learning models struggles to solve. Figure 1. Provides the different concepts involved in Deep Learning.
2.1 Activation Functions

Activation functions are similar to a light switch, representing two terms ON, OFF, which suggests the nodes in the neural network to activate or not. Different types of activation functions are known but the most commonly used one is Rectified Linear Unit function (ReLU). Figure 2. represents the Model resembling a Perceptron’s in neural network using activation function. For example, in this model, \( X_1, X_2, \ldots, X_n \) are binary inputs given as a vector) with precisely the same number of weights \( W_1, W_2, \ldots, W_n \). Here the inputs and weights are multiplied and summed up. This was denoted as sum \( \Sigma \) called as the pre-activation. After taking the weighted sum, activation function \( \sigma \), sigma is applied and it is also called as step function.

![Fig. 2. Model resembling a Perceptron's in neural network using activation function](image)

2.2 Cost Function

A cost function is a measure of in what way the neural network is beneficial with respect to the values that it predicts compared to the actual values. This function is inversely proportional to the eminence of a model i.e. if the model is good the cost function is low and vice versa. Its main persistence of a cost function is to optimize the value. By minimizing the cost function of a neural network, one can accomplish the optimal weights and parameters of the model which in turn exploits its performance.

2.3 Backpropagation

Neural Networks study the chosen function by means of large amounts of data by making use of iterative algorithm called backpropagation. This closely bonds with the cost function. This algorithm is trained to calculate the forward phase for each input-output pair, then the backward phase for each pair, again combine the distinct gradients and apprise the weights based on the learning rate and the total gradient.

2.4 Convolutional Neural Networks

Convolutional Neural Networks is a type of neural network which uses a mathematical function known as convolution. Its purpose is first to take the input images then allocates specific position with various features of the image and predicts the output. This makes them in finding the spatial relationships between the data and captures the pixel dependencies for the entire image [11].

2.5 Recurrent Neural Networks

Recurrent Neural Network (RNNs) is one among the neural network, which is extraordinarily used for consecutive data for its capacity to consume inputs of variable sizes. It contemplates both the present input as well as preceding inputs, so that it can precisely yield a dissimilar output based on the earlier inputs provided to it. This type of neural network is chiefly handled for time dependent data or sequential data.

2.6 Long Short-Term Memory Networks

Long Short-Term Memory (LSTM) networks is a type of Recurrent Neural Networks which discourses the shortfalls of regular RNNs and it has a short-term memory. It is designed for studying and remembering long
It is a chain-like process with stacked layers. It is applicable for speech synthesis, time-series estimates, modelling languages and conversion, composition of music’s, and development in pharmaceutical.

2.7. Weight Initialization

Weight initialization is a method in neural network, that prevent the convergence of trivial solution in its process. When the weight at every point is initialized to similar value like zero then all the units in the network will receive the same signal and each layer act as a single cell. Thus, the weight function randomly initializes all the values nearly to zero not exactly zero. This model is mainly trained for supporting the stochastic optimization algorithm.

2.8. Batch and Stochastic Gradient Descent

Batch gradient descent and stochastic gradient descent are two dissimilar methods mainly utilized for computing the gradient. The Batch gradient descent merely figures the gradient for the whole dataset. Its process is much slower for huge number of datasets. It goes well with curved or smooth error manifolds. The stochastic gradient descent is administered for training single sample at a time. This method is less expensive and its computation is quite faster.

2.9. Hyper-parameters

Hyper-parameters consist of certain variables which performs two tasks namely controlling the network structure and governing the training of the network. Its parameters include the number of layers, number of hidden units, learning rate, network weight initialization, batch size etc.,

2.10. Learning Rate

The Learning rate is a type of hyper-parameter commonly used in neural network. This process regulates the adjustment of the model in retort to the predicted error whenever the weight of the model is updated. The updates are trained in the model depending upon the learning rate, if it goes too low, then there is only minimal update which are completed to the weights through each iteration; thus numerous updates have undergone before attaining the minimum point. When learning rate is too high, unwanted conflicting performance will take place leading to loss function owing to extreme updates in weights, and possibly will flop to converge.

3 Types of Deep Learning Algorithms

![Diagram of Deep Learning Algorithms](image)

Fig. 3. Different approaches in Deep Learning Algorithms
Deep Learning is simply a group of algorithms resembling the model of a human brain in handling different data and by the workings of the human brain in processing data and generating patterns which is useful for making decision, for use in decision making, intensifying and enlightening the idea of a single model architecture which is commonly known as Artificial Neural Network. Deep Learning generally called as deep structured learning with differential programming concept belongs to the broader class of machine learning algorithm which is in turn formed by artificial neural network. The method is based on supervised and unsupervised deep learning using multiple layers of neural networks particularly designed for computing and processing data large number of datas.

Figure 3. depicts the different approaches in the deep learning algorithms. It is first of all divided into supervised and unsupervised deep learning. The Supervised Deep Learning is in turn partitioned to broader classes namely Artificial neural network, Convolutional neural network and Recurrent neural network. Similarly, Unsupervised Deep Learning is categorized as Self Organizing map, Boltzmann machine and Autoencoders. These are the common algorithms mainly used in deep learning for analyzing and solving problems in image processing, image recognition, segmentations, etc.,

A deep learning process undergoes two important phases namely training and inferring. First, the training phase, focuses on labeling huge amounts of data and recognizing their identical characteristics. In this step, the system relates the features and learns to make proper decision on encountering similar data in the subsequent time. Second, in the inferring phase, the process comes to a conclusion and tags the unexposed data with the help of the previous analysis it made during the first step. So, the above algorithms pave way for the solutions to the real-life problems in a better way similar to a human brain. Table 1. displays the different deep learning algorithms, its contributor and year along with its features.

Table 1. Deep Learning Algorithms, its contributor and features

<table>
<thead>
<tr>
<th>S. No</th>
<th>Deep Learning Algorithms</th>
<th>Contributor/year</th>
<th>Feature</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Backpropagation</td>
<td>Werbos, 1974</td>
<td>flexible method, fast, simple and easy to program as it requires no parameters to tune apart from the numbers of input</td>
<td>12</td>
</tr>
<tr>
<td>2.</td>
<td>Neocognitron(Known as ancestor of the Convolutional Neural Network)</td>
<td>Fukushima, 1980</td>
<td>consists of multiple types of cells, input is integrated gradually and classified in the higher layers</td>
<td>11</td>
</tr>
<tr>
<td>4.</td>
<td>Restricted Boltzmann Machine</td>
<td>Smolensky, 1986</td>
<td>An unsupervised learning algorithm that makes implications from input data without any labeled responses</td>
<td>14</td>
</tr>
<tr>
<td>5.</td>
<td>Recurrent Neural Network</td>
<td>Jordan, 1986</td>
<td>Possess Hidden states, that has the possibility to recollects some information about a sequence</td>
<td>15</td>
</tr>
<tr>
<td>6.</td>
<td>Autoencoders</td>
<td>Rumelhart, Hinton &amp; Williams, 1986</td>
<td>It consists of encoder and decoder. Encoder-infer the input and wrap it to an internal representation, decoder- takes the output of the encoder</td>
<td>16</td>
</tr>
</tbody>
</table>
and tries to recreate the input.

7. LeNet, considered as the beginning of Convolutional Neural Networks  
   LeCun, et. al 1989  
   Use convolution to extract three-dimensional features, Spare connection between layers to decrease the complexity of computation  
   17

8. LSTM  
   Hochreiter&Schmidhuber, 1997  
   It is made of a cell, an input gate, an output gate and a forget gate. Cell-remembers values over arbitrary time intervals, three gates-controls the flow of information into and out of the cell.  
   18

9. Deep Belief Network  
   Hinton, 2006  
   Purposed for identifying, clustering and generating images, and certain video sequences.  
   19

10. Deep Boltzmann Machine  
    Salakhutdinov&Hinton, 2009  
    This model consists of parameters, representing visible-hidden and hidden-hidden interactions  
    20

11. AlexNet, a type of CNN used for ImageNet classification  
    Krizhevsky, Sutskever, & Hinton, 2012  
    a large visual database designed for use in visual object recognition and software research  
    21

4 Benefit of Deep learning over machine learning

Machine learning is simply the progression of extraction of information from a large dataset and loading them into the machine for further process. But deep learning was technologically advanced as an alternative method of machine learning. The methodology used in machine learning is to resolve a substantial number of tasks under the control of a human. But deep learning algorithm is competent of generating novel features by itself. In Machine learning, features are to be recognized precisely by users. Again, in deep learning, problems are resolved on an end-to-end basis, but machine learning solves it by dividing the tasks into several small pieces and then the obtained results are bought together to complete it. In all together, deep learning is a process of artificial intelligence, which enables the processing of data similar to a human brain.

5 Conclusion

The importance of deep learning has a boundless extent owing to the steps it has achieved in the field of science, engineering, technology and medicine. Deep learning is nothing but a subdivision of machine learning algorithms that basically utilizes multiple layers to increasingly extract higher-level features from the input. Deep learning algorithms can examine and study from transactional data to recognize different patterns that specify possible fraudulent as well as certain criminal activity. It provides varies applications such as in computer vision, image processing, image segmentation, driverless car, recognition of speech, medicine and in various other applications that can progress the efficacy and usefulness of examining analysis by removing patterns and indications from video and sound recordings, images, and documents, which benefits implementation of quite large amounts of data more rapidly and precisely. This review provides us a brief knowledge on the concept of deep learning, different approaches for deep learning algorithm, its advantage over conventional machine language and its practical application.
The process of artificial intelligence, which enables the processing of data similar to a human brain, involves breaking down the input into small pieces and then assembling the obtained results to complete the task. Deep learning is particularly effective in this context, as it can handle large amounts of data more rapidly and precisely. This review provides an overview of deep learning and its various applications, including the ability to remove features by itself. In machine learning, features are recognized by users, while in deep learning, features are extracted automatically.

The importance of deep learning has a boundless extent due to the advancements it has achieved in the fields of science, engineering, technology, and medicine. Deep learning is a subdivision of machine learning algorithms that use multiple layers to progressively extract higher-level features from the input. Deep learning algorithms can examine and study transactional data to recognize different patterns, making it a powerful tool for tasks under the control of a human. However, deep learning algorithms are capable of generating novel alternatives, setting them apart from traditional machine learning methods.

Deep learning is particularly useful in identifying and detecting fraudulent behavior and certain criminal activity. It provides various applications such as in software research, recognition and visualization, which are crucial for the advancement of scientific research. Deep learning has been successful in solving various problems in different fields, including computer vision, natural language processing, and bioinformatics.
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