The performance of DST-Wavelet feature extraction for guitar chord recognition
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Abstract. Small systems can be designed to be more energy-efficient compared to larger systems. On small systems, the need for data processing with small data sizes becomes a necessity. In the context of small systems for guitar chord recognition, there are indications that further efforts can be made to reduce the size of feature extraction data. This paper introduces DST (Discrete Sine Transform)-Wavelet feature extraction to achieve this reduction. Basically, this work evaluated the frame blocking length, the number of DST cutting factors, and the type of wavelet filters (Daubechies and biorthogonal families) to obtain the optimal number of feature extraction data. Based on the evaluation, the optimal result obtained was a number of four feature extraction data. This optimal result was obtained by using a frame blocking length of 512 points, a DST cutting factor of 0.5, and a biorthogonal 3.3 wavelet filter. Testing with 140 test chords using these four feature extraction data could give an accuracy of up to 92.86%.

1 Introduction

The increase of the primary energy consumption, in the long run, could increase the environmental deterioration [1]. Therefore, efforts are needed to reduce energy consumption. One way to achieve this reduction is by using low-power devices. Small systems are particularly suitable for low-power devices, as they can be designed to be more energy-efficient compared to larger systems. However, one limitation of small systems is the small data size in data processing.

A guitar chord recognition system can be developed on a small system using an FPGA (Field Programmable Gate Array) [2-3]. This small system benefits from the small data size in the data processing. One of the data components that can be reduced in chord recognition is feature extraction data. One of the methods for this feature extraction is based on PCP (Pitch Class Profile) [4], and its derivatives [5-7], which can give 12 feature extraction data. Another method for this feature extraction is based on segment averaging [8-9], which could give eight [8] and six [9] feature extraction data respectively. Yet another method for this feature extraction is based on MFCC (Mel Frequency Cepstral Coefficients) [10-11], which can give 13 feature extraction data. Meanwhile, the recent method that is based on MFCC [12] can give four feature extraction data. However, by using this four feature extraction data, the performance accuracy of this MFCC based feature extraction is still below 90%.

This paper introduces a combination of DST and wavelet for feature extraction, in order to further reduce the size of feature extraction data. Even though common DST and wavelet are used in this paper, this combination of DST and wavelet has never been used before.

2 Methodology

2.1 Development of recognition system

A recognition system has been developed in order to perform the research, as shown in Fig. 1. This system was implemented using Python software. A more detailed description of the recognition system is written below.
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Fig. 1. The recognition system in this work

2.1.1 Input

The system input is two-second signal data recorded in WAV format from seven guitar chords (C, D, E, F, G, A, and B). Visual observation of the signal data showed that a two-second recording is sufficient to obtain the steady state part of the signal data. In this case, the chord information is basically in this steady state part. In addition, recording was carried out at a sampling frequency of 5 kHz. This sampling frequency meets Shannon's sampling theorem [13], which states that the sampling frequency must be equal to or greater than twice the highest frequency component of the signal. In this work, the highest frequency component is 392 Hz from the G4 note, which is a subset of the G chord. As a note, the guitar used in this recording is a Yamaha CPX-500-II.

2.1.2 Normalization 1

Normalization 1 is the first normalization in the recognition system. This normalization is an attempt to adjust the maximum value of the input signal data to either 1 or -1. This adjustment is necessary because the maximum value can vary due to the chord recording process.

2.1.3 Silence and transition cutting

Silence and transition cutting is a process to remove the silence and transition parts of the input signal data. This cutting is carried out because there is no chord information in the silence and transition parts. Based on the observation results, the silence part can be cut using a threshold value of 0.5. Subsequently, the transition part can be cut by removing the first 200 milliseconds of the signal data.

2.1.4 Frame blocking

Frame blocking is a process to cut a short signal data from the longer one [14]. This cutting is done at the left part of the signal data. Basically, this short signal data length (frame blocking length) will affect the resolution of the signal data resulting from the DFT process. Signal resolution that is too low or too high will have a negative effect on the discrimination level of feature extraction, which will finally reduce the accuracy. For this reason, in this work, frame blocking lengths of 128, 256, 512, 1024, and 2048 points will be evaluated.

2.1.5 Windowing

Windowing is a process used to minimize the left and right edges of the signal data sequence. If these edges are not minimized, it will cause spectral leakage to appear in the signal data resulting from the DFT process. This spectral leakage will give rise to other frequencies that are not related to the frequencies in the chord. For this reason, the appearance of spectral leakage needs to be minimized using a window. This work made use of the Hamming window, which is a window that is widely utilized in the field of signal processing [15].
2.1.6 DFT

DFT (Discrete Fourier Transform) is a transformation that converts a finite sequence of data signal into a finite sequence of complex values of data signal in the complex frequency domain. DFT of N length data signal can be expressed as follows.

\[ Y_k = \sum_{n=0}^{N-1} y_n e^{-\frac{2\pi i k n}{N}}, \text{for } 0 \leq k \leq N - 1 \]  

This work used the magnitude of the complex values of data signal. Since the sequence of the magnitude of the complex values of data signal is symmetric, only half of the left side was used.

2.1.7 DST

DST is a transformation related to the Fourier transform. This transformation is similar to the DFT above. DST uses the sine function, while DFT uses the sine and cosine functions (which are expressed in complex exponential form). DST of N length data can be expressed as follows.

\[ Y_k = 2 \sum_{n=0}^{N-1} y_n \sin \left[ \frac{\pi (k+1)(2n+1)}{2N} \right], \text{for } k = 0, \ldots, N - 1 \]

In this work DST was used for data compression. For this reason the output of DST process will be evaluated by using a number of cutting factors 0.25, 0.5, and 1. In this case the output of DST process will be taken from the leftmost data to 0.25 x N, 0.5 x N, and 1 x N as the right most data.

2.1.8 DWT

DWT (Discrete Wavelet Transform) is a transformation that decomposes signal data into a number of signal data that have a certain resolution and frequency bandwidth. As an illustration, a decomposition method used in this work is shown in Fig. 2.

As shown in Fig. 2, \( H_0 \) and \( H_1 \) respectively indicate filtering with Low Pass Filter and High Pass Filter which comes from the wavelet filter used. In this work, the wavelet filter used will be evaluated from a number of existing wavelet filters, namely, Daubechies 1, 2, 3, 4, 5, and 6, as well as biorthogonal 1.1, 1.3, 1.5, 2.2, 2.4, 2.6, 3.1, 3.3, and 3.5.

For the filtering mentioned above, the filtering mode with periodization is used. This filtering mode will produce the same output signal data length as the input signal data length. The ↓2 sign in Fig. 2 indicates downsampling by a factor of 2. Additionally in Fig. 2 also, \( C_3 \) indicates the input signal data, while \( c_0, d_0, d_1, \) and \( d_2 \) indicate the DWT output signal data with a certain resolution and frequency field.

![Fig. 2. Three-level decomposition of DWT.](image)

This work used a decomposition level that depends on the length of the input signal data. For a signal data of length N, the decomposition level \((L_d)\) can be expressed as follows.

\[ L_d = \log_2(N) \]

As an illustration, as shown in Fig. 1, decomposition level up to level-3. Thus the \( L_d \) value is 3, which is related to the length of the signal data from the 8 point DWT input. In this work, the length of the DWT input signal data will vary, depending on the length of the blocking frame described above.

In this work, not all of the output from the DWT process would be used. For example, from Fig. 2 above, with a DWT input signal data length of 8 points, the decomposition results \( c_0, d_0, d_1, \) and \( d_2 \) will be obtained, which are illustrated in Fig. 3.
From Fig. 3, not all decomposition data $c_0$, $d_0$, $d_1$, and $d_2$ are taken as output of the DWT process. In this case, what is taken is the data on the far left ($c_0$) then the data is scanned to the right until the amount of data that will be used. In this work, the number of feature extraction data to be evaluated was only from 1-8. This is related to the aim of this work, which is to find the minimum possible number of feature extraction data, less than eight, which is still acceptable.

2.1.9 Normalization 2

Normalization 2 is the second normalization in the recognition system. This normalization is an attempt to adjust the maximum value of the DWT output signal data to either 1 or -1. The classification algorithms will benefit from this normalization [16]. As a note, the output data from the Normalization 2 process is called feature extraction from the input signal data.

2.1.10 Distance calculation, chord database, and chord decision

Distance calculation and chord database indicate a classification method that uses the template matching method [17-19]. The chord database contains a set of chord feature extraction references from the chords used in this work. In more detail, in the chord database there are seven chord feature extraction references, each of which represents the seven chords used in this work.

To create the chord database above, feature extraction was carried out from 10 samples for each chord. As a note, this feature extraction is taken from the output of the Normalization 2 process above. Then the average of the feature extraction from the 10 samples is calculated. The average results become the chord feature extraction reference. Because in this work there are seven chords, in the chord database there are seven chord feature extraction references.

Distance calculations in this work used the cosine distance function. This distance function is a form of distance expression from cosine similarity. This similarity has been widely used in calculating similarity values [20-21]. The results of this distance calculation are seven distance values. These values are the result of distance calculations from feature extraction of the input signal data and the seven chord feature extraction references in the chord database.

Chord decision is determining the output chord related to the input signal data. In this case, from the seven distance values above, the smallest distance of the seven distance values is then sought. A chord associated with the smallest distance is then determined as the output chord.

2.2 Testing

To test the system, 20 other samples were taken for each chord. Because in this work there are seven chords, a total of 140 chords are used to test the system.

3 Performance testing and results

Performance testing was performed by simultaneously evaluating variations in frame blocking length parameters, DST cutting factor, wavelet filter, and the number of feature extraction data. In more detail, the variations in these parameters have been described in the Research Methodology section above.

In general, the results of performance testing are optimal results obtained when using frame blocking length: 512 points, DST cutting factor: 0.5, wavelet filter: biorthogonal 3.3, and the number of feature extraction data: 4. Then, in more detail, the results of Performance testing is shown partially in Tables 1, 2, and 3.

<table>
<thead>
<tr>
<th>Frame blocking length (points)</th>
<th>Number of feature extraction data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>128</td>
<td>14.29</td>
</tr>
<tr>
<td>256</td>
<td>14.29</td>
</tr>
<tr>
<td>512</td>
<td>14.29</td>
</tr>
<tr>
<td>1024</td>
<td>14.29</td>
</tr>
<tr>
<td>2048</td>
<td>14.29</td>
</tr>
</tbody>
</table>

Table 1. Testing results of the introduced feature extraction using a DST cutting factor of 0.5 and a biorthogonal 3.3 wavelet filter. Results shown: Accuracy (%).
provide optimal accuracy. This is related to how well the combination of LPF and HPF of the wavelet function used can

which will finally reduce accuracy. Signal data whose frequency cutting factor is too large, the signal data resulting from the DST process will have a frequency bandwidth that is too wide. If the DST cutting factor is too small or large it will reduce accuracy. This is because, if the DST cutting factor is too small, it will cause the signal data resulting from the DST process to have a frequency bandwidth that is too narrow. On the other hand, if the DST cutting factor is too large, the signal data resulting from the DST process will have a frequency bandwidth that is too wide.

Looking at the length of the frame blocking and accuracy, Table 1 indicates that if the length of the frame blocking is too short or too long it will reduce accuracy. This is because, if the frame blocking length is too low, the signal data resulting from the DFT process will have too much detail (because the signal resolution is too high). Signal data that lacks detail or too much detail will reduce the discrimination level of feature extraction, which will finally reduce accuracy.

Table 2. Testing results of the introduced feature extraction using a frame blocking length of 512 points and a biorthogonal 3.3 wavelet filter. Results shown: Accuracy (%).

<table>
<thead>
<tr>
<th>DST cutting factor</th>
<th>Number of feature extraction data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1.0</td>
<td>14.29</td>
</tr>
<tr>
<td>0.5</td>
<td>14.29</td>
</tr>
<tr>
<td>0.25</td>
<td>14.29</td>
</tr>
</tbody>
</table>

Table 3. Testing results of the introduced feature extraction using a frame blocking length of 512 points, and a DST cutting factor of 0.5. Results shown: Accuracy (%).

<table>
<thead>
<tr>
<th>Wavelet filter</th>
<th>Number of feature extraction data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Daubeche 1</td>
<td>14.29</td>
</tr>
<tr>
<td>Daubeche 2</td>
<td>14.29</td>
</tr>
<tr>
<td>Daubeche 3</td>
<td>14.29</td>
</tr>
<tr>
<td>Daubeche 4</td>
<td>14.29</td>
</tr>
<tr>
<td>Daubeche 5</td>
<td>14.29</td>
</tr>
<tr>
<td>Daubeche 6</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 1.1</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 1.3</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 1.5</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 2.2</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 2.4</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 2.6</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 3.1</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 3.3</td>
<td>14.29</td>
</tr>
<tr>
<td>Biorthogonal 3.5</td>
<td>14.29</td>
</tr>
</tbody>
</table>

4 Discussion

Looking at the length of the frame blocking and accuracy, Table 1 indicates that if the length of the frame blocking is too short or too long it will reduce accuracy. This is because, if the frame blocking length is too short, it will cause the signal data resulting from the DFT process to be less detailed (because the signal resolution is too low). On the other hand, if the frame blocking length is too long, the signal data resulting from the DFT process will have too much detail (because the signal resolution is too high). Signal data that lacks detail or too much detail will reduce the discrimination level of feature extraction, which will finally reduce accuracy.

Viewed from the perspective of DST cutting factor and accuracy, Table 2 indicates that if the DST cutting factor is too small or large it will reduce accuracy. This is because, if the DST cutting factor is too small, it will cause the signal data resulting from the DST process to have a frequency bandwidth that is too narrow. On the other hand, if the DST cutting factor is too large, the signal data resulting from the DST process will have a frequency bandwidth that is too wide. Signal data whose frequency bandwidth is too narrow or too wide will reduce the discrimination level of feature extraction, which will finally reduce accuracy.

Table 4. Performance comparison of feature extraction methods

<table>
<thead>
<tr>
<th>Feature Extraction Methods</th>
<th>Number of Feature Extraction Data</th>
<th>Accuracy (%)</th>
<th>Number of Test Chords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved PCP [3]</td>
<td>12</td>
<td>95.83</td>
<td>192</td>
</tr>
<tr>
<td>Segment averaging with SHPS and logarithmic scaling [8]</td>
<td>8</td>
<td>100</td>
<td>140</td>
</tr>
<tr>
<td>Segment averaging and subsampling [9]</td>
<td>6</td>
<td>91.43</td>
<td>140</td>
</tr>
<tr>
<td>MFCC [12]</td>
<td>4</td>
<td>89.29</td>
<td>140</td>
</tr>
<tr>
<td>DST-Wavelet (this work)</td>
<td>4</td>
<td>92.86</td>
<td>140</td>
</tr>
</tbody>
</table>

Note: The table above only displays the minimal number of feature extraction data required to achieve an accuracy above 89%.

Viewed from the wavelet filter and accuracy side, Table 3 indicates that if you use a suitable wavelet function, it will provide optimal accuracy. This is related to how well the combination of LPF and HPF of the wavelet function used can
separate low frequency and high frequency fields, in multi-resolution conditions. If the separation is appropriate, it will produce an optimal level of feature extraction discrimination, which will also produce optimal accuracy.

Looking at the number of feature extraction data, Tables 1, 2, and 3 indicate that in general, if the amount of feature extraction data increases (from 1 to 8), the tendency of accuracy is increasing. This means, up to 8 feature extraction data, the data is still classified as essential features. By using these essential features we can reveal the essential information from the input data. This essential information firstly, refers to the most relevance and discriminative characteristics in the feature extraction data. Secondly, this essential information enables the separation of classes [22]. In this work, if the essential features increase (from 1 to 8), it will further increase the discrimination level of feature extraction, which in turn will increase accuracy.

5 Performance comparison

Performance comparison of the introduced feature extraction methods with others is shown in Table 4. As indicated in Table 4, the introduced feature extraction method can be said to be the most efficient. The recognition system only needs four feature extraction data, in order to give an accuracy of up to 92.86%.

6 Conclusion and further research

This paper introduces a combination of DST and wavelet for feature extraction, for use in guitar chord recognition. This kind of combination could give performance accuracy up to 92.86% by using the number of feature extraction data 4. This performance can be obtained by using a frame blocking length of 512 points, a DST cutting factor of 0.5, and a biorthogonal 3.3 wavelet filter. For further research, other feature extraction methods can be explored. In this case by using four or less feature extraction data, the recognition system can give a higher accuracy.
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