Performance Analysis of Novel Linear Regression Algorithm with Improved Accuracy Compared over K-Nearest Neighbor in Predicting Wind Power Generation
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Abstract: This work proposes a novel Linear Regression algorithm compared its performance with the K-Nearest Neighbor (KNN) algorithm for improving the accuracy of wind power generation prediction. In this study, two groups were created for the purpose of comparing the effectiveness of the KNN model (group 1) and the Linear Regression model (group 2) in predicting wind energy output. Each group consisted of 10 samples, resulting in a total of 20 samples used for the analysis. The data in this study were collected from an actual wind turbine and include the following factors: wind speed, altitude, humidity, air density, wind direction, and output power. The information was gathered at 10-minute intervals over the course of a year. The dataset was preprocessed, and the mean value of the corresponding variable was used to impute the missing values. Seventy percent of the data was used for training and thirty percent for testing. The training set was used to train the models, whilst the testing set was used to assess the effectiveness of the models. Python's scikit-learn module was made use for the development of the Linear Regression technique. Based on statistical power (G-power) = 0.8, α = 0.05, CI of 95% confidence interval was also calculated. The observations indicate that the Linear Regression algorithm is more accurate than the KNN technique. The linear regression model achieved an accuracy of 82.15%, whereas the KNN model had a lower accuracy of 79.55% for predicting wind energy output. Additionally, the statistically significance values of the research was determined to be at a p-value of 0.001 (p<0.05). The algorithm was implemented and evaluated using real-world wind power generation data, and the findings demonstrate that, in terms of accuracy, This Linear Regression algorithm surpasses the KNN approach.
1. INTRODUCTION

In recent times, there has been a growing interest in wind energy as a sustainable and eco-friendly alternative source. This is because it has the potential to reduce the emission of greenhouse gases and mitigate the effects of climate change [1]. However, traditional wind power generation methods have some disadvantages, such as limited predictability and intermittency, which can make it challenging to integrate wind energy into the power grid [2]. To address these challenges, machine learning algorithms have been proposed as a promising approach to improve the accuracy of wind power generation prediction. In this context, the use of linear regression algorithms has been investigated as a possible solution due to their simplicity and interpretability [3]. This research presents a novel linear regression algorithm for wind power generation prediction and compares its performance with the widely used KNN algorithm. The results of the comparison show that the Linear Regression model outperforms the KNN model in terms of accuracy. The Linear Regression model has interesting applications in wind power generation, where precise prediction of power output is essential for the effective operation, maintenance, and integration of wind turbines into the power grid [4]. The algorithm can be used to optimize the performance of wind turbines, maintenance expenses, and enhance the dependability of wind power generation [5].

Numerous researches have been conducted to enhance the accuracy and effectiveness of wind power generation [6-7]. A search on IEEE Explore and Google Scholar retrieved 83 and 240 articles, respectively, related to this subject. [8] compare the predictive accuracy of four machine learning methods, including RF, SVR, ANN, and XGBoost. The results demonstrate that the RF algorithm surpasses the others in terms of precision and efficiency. [9] present an overview of the various machine learning techniques employed for wind power forecasting. The study outlines the advantages and disadvantages of each method and explores their applicability in the wind energy sector. [10] offer a strategy based on machine learning for defect detection in wind turbines. The authors compare the performance of three fault-detection techniques, including RF, ANN, and SVM. In terms of accuracy, the results demonstrate that the random forest method outperforms the other techniques. [11] investigate the application of machine learning techniques, such as ANN and SVR, in estimating the power production of wind turbines. Comparing the performance of the two algorithms, the authors determine that the ANN is more accurate. [12] offer a hybrid machine learning model that integrates wavelet transform, PCA, and ANN for wind speed forecasting. In terms of accuracy, the suggested model surpasses other machine learning techniques and conventional forecasting techniques. Jia et al. [13] offer a machine learning-based method for improving the blade angles of wind turbines. In order to optimize blade angles, the authors compare the performance of two algorithms, including the genetic algorithm and PSO. According to the findings, the PSO algorithm beats the genetic algorithm in terms of effectiveness and precision. [14] offer a strategy based on machine learning for estimating wind power output. The authors compare the predictive accuracy of three techniques, including SVM, ANN, and extreme learning machine. In terms of accuracy, the results demonstrate that the SVM algorithm surpasses the other techniques. Using meteorological data, Rothrock et al. [15] offer a machine learning-based method for wind power forecasting. The authors compare the performance of two wind power output prediction techniques, RF and gradient boosting machine. In terms of
precision and efficiency, the gradient boosting machine approach trumps the random forest approach.

One of the major drawbacks of the KNN algorithm in wind power generation is its inability to capture the underlying relationships between the independent parameters (wind speed and direction) and the dependent variable (power output). The KNN classifier is a non-parametric algorithm that makes no hypotheses about the relationship between variables and is susceptible to noisy and irrelevant input [16]. This work presents a novel Linear Regression technique that maintains a linear connection between the independent parameters and the dependent parameter in order to address this constraint. This study seeks to contrast the efficiency of the novel Linear Regression method with that of the KNN method in the prediction of wind power generation. The project will test the accuracy of the methods using data from actual wind power generation and show the ability of machine learning techniques to enhance the efficiency and dependability of wind power generation.

2. MATERIALS AND METHODS

The wind power generation statistics were collected from a coastal wind farm over the course of one year period, and included 10-minute interval data on wind speed and direction, humidity, and power generation. The data set was separated into two groups, each containing ten samples. Group 1 was used to train the traditional KNN algorithm, while Group 2 was used to train the novel linear regression algorithm. The algorithms were implemented using the scikit-learn library in Python, and their performance was evaluated using testing data. Accuracy was put use as the evaluation parameter, and a power analysis was undertaken to identify the proper sample size for the study, with a G-power = 0.8, $\alpha = 0.05$, CI of 95% confidence interval was calculated to validate the statistical significance of the study's findings.

The experiments were conducted on a computer equipped with a 3.20 GHz Intel Core i5-8250U processor and 8 GB of RAM running the Microsoft Windows 10 operating system. To develop the proposed linear regression model and compare it with the KNN method, Python library tools for machine learning, OpenCV, Matrix Laboratory, and other relevant libraries were employed. The use of these tools provided the necessary resources for conducting the experiments and analyzing the results.

**Linear Regression Algorithm**

Linear regression is utilized for the purpose of making predictions about a continuous dependent variable (also known as a response variable) based on one or more relationships between the independent variables (predictors). When it comes to the generation of power from wind, linear regression is a technique that may be utilized to make predictions about the amount of power produced based on the wind speed, weather, humidity, air density, wind patterns, and other variables.

The equation for linear regression with one independent variable as represented in equation [1]:

$$y = b_0 + b_1 \times x_1$$  \hspace{1cm} (1)

The dependent variable, represented by $y$, is the response variable (power output). The independent variable, denoted by $x_1$, is the explanatory variable (wind speed). The intercept, denoted by $b_0$, is the $y$-value where the regression line intersects the $y$-axis. The slope, denoted by $b_1$, quantifies the change in $y$ caused by a one-unit increase in $x$. The equation for linear regression with a number of independent variables is as follows in equation [2]:

$$y = b_0 + b_1 x_1 + b_2 x_2 + \ldots + b_n \times x_n$$  \hspace{1cm} (2)
Where:
The output variable (power output) is denoted as \( y \).
The input variables (wind speed, weather, humidity, air density, wind direction, etc.) are
denoted as \( x_1, x_2, ..., x_n \).
The intercept (the y-axis point where the regression plane intersects) is denoted as \( b_0 \).
The slopes (the alteration in \( y \) for a one-unit increase in each independent variable) are
denoted as \( b_1, b_2, ..., b_n \).
The least squares approach is used to estimate the values of \( b_0, b_1, b_2, ..., b_n \). This
method seeks to minimize the sum of the squared differences that exist between the
predicted readings and the actual readings of the dependent variable. The values of \( b_0, b_1,
b_2, ..., b_n \) are as follows: After being "trained" on the data, the regression model can
then be used to make predictions about the power output for different combinations of the
values of the independent variables.

**Pseudocode**
1. Import necessary libraries (NumPy, Pandas, Matplotlib, and scikit-learn's Linear
   Regression class).
2. Load data and prepare features and target variables.
3. Visualize the data to get an idea of the relationship between the two variables.
4. Reshape the data to make it compatible with the scikit-learn library.
5. Create a linear regression model and fit the data to the model using the ‘fit’ method of
   the LinearRegression class.
6. Use the model to make predictions on new data using the ‘predict’ method of the
   LinearRegression class.
7. Visualize the predicted data along with the original data using Matplotlib.
8. Output: accuracy value

**K-Nearest Neighbors Algorithm**
K-Nearest Neighbors (KNN) is a popular non-parametric machine learning method that can
be used for regression tasks such as wind power generation. KNN works by identifying the
k-nearest data points to a new input and using their known output values to predict the
output of the new input. In the context of wind power generation, KNN can be used to
anticipate the wind turbine's power production based on wind speed and direction. The
forecast is based on the average of the k-nearest neighbors' power outputs, where \( k \) is a
hyperparameter that can be changed by the user. The method utilizes a distance measure,
such as Euclidean distance, to determine the distance between the new data and the old data
points. The k-closest data points to the new data are those with the shortest distances. The
equation for calculating Euclidean distance between two data points \( i \) and \( j \) can be
expressed as in equation [3]:

\[
d_{ij} = \sqrt{\sum (x_{ik} - x_{jk})^2} \tag{3}
\]

Here, \( p \) is the number of independent variables (features), and \( x_{ik} \) and \( x_{jk} \) are the values of
feature \( k \) for data points \( i \) and \( j \), respectively.
To predict the output for a new input, the algorithm measures the distance between the new
input and all the existing data points, identifies the k-nearest neighbors, and takes the
average of their known power outputs as the predicted power output for the new input.
KNN is a simple and effective algorithm, but it has some limitations in wind power
generation, such as the inability to capture non-linear relationships between the input and
output variables.

**Pseudo code**
1. Load the dataset containing wind speed, direction, and power output data.
2. Divide the dataset into two subsets - one for training and one for testing.
3. Standardize the data to make it comparable by adjusting it to a common scale.
4. Compute the Euclidean distance between the testing data and every data point in the training subset.
5. Determine the k-nearest neighbors by selecting the observations with the shortest distances.
6. Obtain the mean power output value of the k-nearest neighbors and assign it as the predicted power output for the test data.
7. Compare the predicted power output with the actual power output in the testing set.
8. Determine the model's precision by dividing the number of accurate predictions by the total number of predictions.

Statistical analysis
In this study, a statistical analysis was conducted to evaluate the precision of wind power generation achieved through the application of K-Nearest Neighbors (KNN) algorithm and Linear Regression technique. The Python software [17] was used to generate the output and IBM SPSS [18] software was utilized to perform the statistical test. An independent sample t-test was conducted to evaluate the performance of the two algorithms and determine the p-value. Mean, standard deviation, and coefficient of variation were calculated for each algorithm, results, and a t-test was performed to compare the means of the two groups. The outcomes were presented graphically for better understanding. In the study, the linear and KNN algorithms were treated as the independent variable, while accuracy was considered the dependent variables.

3. RESULTS

Classifying a comparison of the accuracy between the linear regression and KNN algorithms. The accuracy rate of the linear regression model shown in Figure 1 was found to be 82.15% which is higher than the KNN model, which had an accuracy rate of 79.55%. The linear regression showed a significant difference from the KNN (as determined by the independent samples test, p<0.05). The X-axis displays the precision rates of both the linear and KNN models, while the Y-axis shows the mean wind power generation accuracy, with a ±1 standard deviation and a 95% confidence interval.

The test results for two algorithms, KNN and Linear regression, used to predict wind power generation presented in table 1, The accuracy rates are reported for 10 different tests, each with a different set of data, and the average accuracy rates for the tests are also reported. The average accuracy rate for KNN is 79.55, while the average accuracy rate for Linear regression is 82.15. These results suggest that the Linear regression algorithm is more accurate in predicting wind power generation than the KNN algorithm.

Table 1. The accuracy values for Linear Regression and KNN.

<table>
<thead>
<tr>
<th>SI.No.</th>
<th>ACCURACY RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KNN</td>
</tr>
<tr>
<td>1</td>
<td>81.20</td>
</tr>
</tbody>
</table>
A study on two different regression algorithms, KNN and Linear Regression, in predicting wind power generation. As the results are shown in table 2. The table reports the number of samples in each group, the mean accuracy rate, standard deviation, and the standard error of the mean for each group. The results show that the mean accuracy rate for the KNN group is 79.55, with a standard deviation of 1.48832 and a standard error of 0.47065. The mean accuracy rate for the Linear Regression group is 82.15, with a smaller standard deviation of 0.45412 and a standard error of 0.1436.

Table 2. The mean accuracy of Linear Regression Algorithm is 82.41 and KNN Algorithm is 77.80%. T-Test for comparison for Linear Regression Algorithm has Std.Error Mean (0.1436) and KNN Algorithm has Std.Error Mean (0.47065).
The accuracy of two groups of data is compared in Table 3 using Levene's Test and the t-test for Equality of Means. Levene's test has a p-value less than 0.05, suggesting that the variations are not comparable. The p-value test is also less than 0.05, indicating that the means of the two groups are statistically distinct. The mean accuracy difference is -2.64, and the standard error is 0.49. The 95% confidence interval for the mean difference is from -3.67 to -1.61, showing that the variance is statistically significant. Table 3. Independent sample T test was performed on Linear Regression Algorithm and KNN Algorithm consists of significance as 0.001 (p<0.05).

<table>
<thead>
<tr>
<th>Group</th>
<th>Levene's Test for Equality of Variances</th>
<th>t-test for Equality of Means</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>Sig.</td>
</tr>
<tr>
<td>Equal variances assumed</td>
<td>18</td>
<td>0.00</td>
</tr>
<tr>
<td>Equal variances not assumed</td>
<td>10</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 3.
The mean accuracy of the Linear Regression Algorithm is 82.15% and the existing KNN Algorithm is 77.80%. The mean accuracy of the Linear Regression Algorithm has a higher accuracy than the KNN Algorithm. X axis is Linear Regression vs KNN, Y axis is Mean accuracy. Error bar is ±1 SD.

4. DISCUSSION

The study compared the performance of K-Nearest Neighbors (KNN) and novel Linear Regression algorithms for predicting the power output in wind power generation. The results showed that the Linear Regression algorithm outperformed the KNN algorithm in terms of accuracy. The Linear Regression approach had an accuracy of 82.15%, whereas the KNN algorithm had an accuracy of 79.5%. The results were statistically significant values with 0.001 (p<0.05). This gain in accuracy is due to the Linear Regression algorithm's ability to describe the link between the independent factors (wind speed, heat, humidity, air currents, and wind patterns) and the dependent factor (power output) using a linear equation. This permits more accurate predictions, particularly when the connection between the variables can be accurately modeled by a linear function. Another advantage of the Linear Regression algorithm is that it is a simpler model compared to the KNN algorithm, which requires more computational resources to search for the nearest neighbors. The Linear Regression algorithm can be trained faster and requires less memory, making it more efficient for real-time wind power prediction.

Some similar studies are[19] using RNN to predict wind farm power output. The presented algorithm was compared with other traditional methods and showed better results with an accuracy of 93.8%.[20] used machine learning algorithms including SVM, ANN and D-Tree to forecast wind power output. The proposed methods showed higher accuracy compared to traditional statistical methods, with SVM achieving the highest accuracy of 96.2% [21] developed a multi-scale deep neural network (MSDNN) to predict wind power output. The proposed method achieved higher accuracy compared to traditional methods, with an accuracy of 96.7%.[22] presented a deep convolutional neural network (CNN) to predict wind power output. The proposed method showed higher accuracy compared to other traditional methods, with an accuracy of 92.5%.
This study has various limitations that should be noted. Secondly, the study relied on data from a single wind farm, which may not be typical of all wind farms. Thus, additional research is required to examine the effectiveness of the proposed method utilizing data from various wind farms. This Linear Regression algorithm presupposes a linear connection between the independent parameters and the dependent parameter, which is not necessarily true. Nonlinear relationships may require more complex models such as polynomial regression or neural networks to accurately predict the power output. Finally, the study only considered a limited set of variables for predicting the power output. Other variables such as wind turbine characteristics, terrain features, and power grid constraints may also influence the power output and should be considered in future studies. Future work could include expanding the dataset to include data from multiple wind farms with different characteristics and weather conditions. This would allow for a more comprehensive evaluation of the performance of the proposed algorithm. The statistically significance value of the research was determined to be at a p-value of 0.001 (p<0.05).

5. CONCLUSION

Considering all this the performance of the K-Nearest Neighbors (KNN) and Linear Regression algorithms for predicting the power output in wind power generation. The finding demonstrated that the Linear Regression algorithm outperformed the KNN algorithm in terms of accuracy, with an accuracy value of 82.15% compared to 79.55% for the KNN algorithm. The results were statistically significant values with 0.001 (p<0.05). The proposed Linear Regression algorithm was found to be a more efficient and effective method for predicting the power output based on the wind speed, heat, humidity, air currents, wind patterns, and other variables. This research provides valuable insights into the application of machine learning algorithms in wind power generation and highlights the potential for improved accuracy and efficiency in the industry. The statistically significance value of the research was determined to be at a p-value of 0.001 (p<0.05).

6. REFERENCES


https://doi.org/10.1108/IJESM-03-2020-0007.


