Bitcoin Price Prediction using Recurrent Neural Networks and Long Short-Term Memory

Abstract—Bitcoin’s decentralized nature has made it a popular mode of payment for buyers and sellers, but its highly volatile nature poses a challenge for investors. This study aims to predict future Bitcoin prices using a combination of Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM) algorithms. The non-stationary nature of Bitcoin prices is addressed using RNN, which is particularly useful for analyzing sequential data. The dataset used in this research is sourced from the Kraken exchange and includes various factors that are believed to influence Bitcoin prices, such as transaction volume, hash rate, and Google search trends. The data is preprocessed and cleaned to ensure accuracy, and then fed into the RNN and LSTM models for training and testing. The study’s use of RNN and LSTM algorithms demonstrates the effectiveness of these methods in predicting Bitcoin prices, particularly in the context of sequential data. The results of the study provide insights into potential future trends in Bitcoin prices and identify key indicators that significantly influence Bitcoin prices. The findings of this research have important implications for investors and traders looking to make informed decisions in the cryptocurrency market, as well as for researchers seeking to improve our understanding of Bitcoin’s price dynamics. By predicting future prices, the study provides insights that can mitigate the risks associated with Bitcoin’s volatility, making it a more viable investment option.
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I. INTRODUCTION

The first decentralized currency in the world, Bitcoin, has become immensely popular in recent years due to its potential to radically change the financial sector. Even though its decentralized design, which means it is not governed by a single entity, Bitcoin is a well-established cryptocurrency with a large user base and significant market capitalization. However, its highly volatile nature poses a challenge for investors, as it is prone to significant fluctuations in price. To address this challenge, there has been a growing interest in using machine learning techniques to predict future Bitcoin prices.

Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) networks are types of artificial neural networks that are particularly well-suited to the task of predicting time series data, such as Bitcoin prices. These models are designed to handle sequential data, which is important for understanding how changes in Bitcoin prices over time can be predicted based on historical data. The use of RNNs and LSTMs in this study is innovative, as these methods have been less commonly applied to the prediction of Bitcoin prices compared to other approaches.

In this study, the researchers collected a dataset of Bitcoin prices sourced from the Kraken exchange, along with various factors that are believed to influence Bitcoin prices, such as transaction volume, hash rate, and Google search trends. The data was preprocessed and cleaned to ensure accuracy, and then fed into the RNN and LSTM models for training and testing. The results of the study provide insights into potential future trends in Bitcoin prices and identify key indicators that significantly influence Bitcoin prices. The findings of this research have important implications for investors and traders looking to make informed decisions in the cryptocurrency market, as well as for researchers seeking to improve our understanding of Bitcoin’s price dynamics.

By predicting future prices, the study provides insights that can mitigate the risks associated with Bitcoin’s volatility, making it a more viable investment option.
liked method of payment among both buyers and sellers. The market volatility of Bitcoin, however, creates a challenge for investors who must understand its fluctuations in order to make smart decisions.

It is hard to forecast the Bitcoin's value as it is influenced by a variety of factors, including market emotion, political and economic developments, and technology advances. Because traditional finance research methods often fail to accurately predict the price of Bitcoin, there has been a rise in interest in using machine learning methods to address this problem. Long Short-Term Memory (LSTM) algorithms and Recurrent Neural Networks (RNNs) are two deep learning models that have been used to successfully forecast the price of Bitcoin.

RNNs are a great means of investigating the non-stationary nature of sequential data and are particularly useful for doing so. When predicting time-series data like Bitcoin prices, LSTM, on the other hand, is particularly useful since it's designed to capture long-term dependencies in data.

This study's aim is to predict Bitcoin prices in the future using a combination of RNN and LSTM algorithms. The dataset used in this study comes from the Kraken exchange and includes an array of variables, including transaction volume, hash rate, and Google search trends, that are believed to influence Bitcoin prices. To ensure accuracy, the data is cleaned and preprocessed before even being fed into the RNN and LSTM models for training and testing.

RNN and LSTM algorithms have been employed in this study to demonstrate the way these approaches predict Bitcoin prices, particularly when working with sequential data. The findings of this study provide light upon potential future price trends of bitcoin and identify the most key parameters that have a big impact on those values. The study gives insight that can mitigate the dangers associated with Bitcoin's volatility, making it a more attractive investment option.

**II. RELATED WORK**

Bitcoin, as a decentralized digital currency, has gained increasing attention in recent years due to its unique features and potential impact on the financial industry. One of the most significant challenges associated with Bitcoin is its highly volatile nature, which poses significant risks for investors and traders. In recent years, there has been significant interest in predicting the price of Bitcoin using machine learning techniques.


Findings: The study used ARIMA models to predict the daily closing prices of Bitcoin based on historical data. The study found that the ARIMA models were able to capture the overall trend of Bitcoin prices, but struggled to capture sudden changes and volatility.


Findings: The study used an SVR model to predict Bitcoin prices based on transaction volume, Google Trends, and other factors. The study found that transaction volume and...
Google Trends were significant predictors of Bitcoin prices, and the SVR model was able to achieve a mean absolute error of 9.34 USD.


Findings: The study used an LSTM model to predict Bitcoin prices based on historical price data and Google Trends. The study found that the LSTM model was able to outperform other machine learning models in terms of accuracy, achieving a mean absolute error of 115.34 USD.


Findings: The study used a hybrid model combining a WNN and an LSTM to predict Bitcoin prices. The study found that the hybrid model was able to capture the long-term trends of Bitcoin prices and achieved a mean absolute error of 53.74 USD.


Findings: The study used various machine learning models to predict the volatility of Bitcoin, including Random Forest, XGBoost, and LSTM. The study found that the LSTM model outperformed the other models in terms of accuracy, achieving a mean absolute error of 0.045.


Findings: The study used a BP neural network combined with gray theory to predict the price of Bitcoin. The study found that the model was able to capture the overall trend of Bitcoin prices with a mean absolute error of 126.14 USD.


Findings: The study used a deep learning approach, specifically a CNN-LSTM model, to predict cryptocurrency prices including Bitcoin. The study found that the model was able to predict the price of Bitcoin with a mean absolute error of 55.43 USD, outperforming other models such as ARIMA and GARCH.

III. METHODOLOGIES USED

A. Overview

The Methodologies used are as follows:

- Step 1: The required libraries were first selected. For research, scaling, modelling, and a better understanding of the data used in this case, various libraries were used.

Libraries used in our Project are:

1) NumPy: This package is commonly utilized for executing and manipulating
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2) **Panda**: It makes it easier to categorise and connect heterogeneous data as well as relational data.

3) **Matplotlib**: This is used to make unique graphs, go deeper into datasets, and gain understanding through in-depth analysis.

4) **MinmaxScaler**: Data values spanning from one integer to another are scaled using it.

5) **Keras**: Because neural networks can use shared layers to recall previous values for predictions, this aids in their implementation.

**Step 2:** Create the data is the next stage. In this case, the dataset was obtained from a third-party source, The Kraken API, which provides the open-source data of the Kraken exchange of data, was used to obtain the data.

![](image1.png)

**Step 3:** Removing unnecessary columns from the data fetched is the third step. Figure 2 lists the fields that were eliminated from the dataset.
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```python
data = pd.read_csv(url, data_parser = True)
data.tail()

del data['uuid']
del data['exchange']
del data['volume_avg_today']
del data['volume_avg_24h']
del data['trades_today']
del data['trades_24h']
del data['low_today']
del data['low_24h']
del data['high_today']
del data['high_24h']
del data['opening_price']
```
Step 4: After eliminating all the unwanted and redundant columns, splitting of the obtained data was ensured. 80% of the data were taken for training, and only 20% were used for testing.

Fig. 3. Training 80% of the data.

Step 5: Using MinMaxScaler, standardize the data and get it ready for training. Scaling the numbers from 0 to 1 as a result.

Fig. 4. Using MinMaxScaler, scaling the data

Fig. 5. Printing the shape of the training data.

Step 6: The data which is obtained from Fig 5 is trained. An important python library often used with neural networks - Keras was put to use here to do the work and generate results.

Here, RNN and LSTM modelling is done using a variety of hidden layers, keeping the adam optimizer.

```
n_train_rows = int(data.shape[0]*0.8)-1
train = data.iloc[:n_train_rows, :]
test = data.iloc[n_train_rows:, :]
sc = MinMaxScaler(feature_range = (0, 1))
training_set_scaled = sc.fit_transform(train.values)
test_set_scaled = sc.fit_transform(test.values)

steps = 50
x_train = []
y_train = []

for i in range(steps, training_set_scaled.shape[0]-steps):
    x_train.append(training_set_scaled[i-steps:i, :])
y_train.append(training_set_scaled[i, :])

x_train, y_train = np.array(x_train), np.array(y_train)
print(x_train.shape)
```
Step 7: A plot between the test prices and trained prices was created using the epochs, and the price of bitcoin was correctly predicted.

B. LSTM (Long Short Term Memory) Algorithm:

The LSTM algorithm was picked due to its ability to maintain both long and short term data. Recurrent neural networks can be used to dismiss the possibility of the vanishing gradients. 

```python
model = Sequential()
model.add(LSTM(units=50, return_sequences=True, input_shape=(x_train.shape[1],9)))  
model.add(Dropout(0.2))
model.add(LSTM(units=50, return_sequences=True))
model.add(Dropout(0.2))
model.add(LSTM(units=50, return_sequences=True))
model.add(Dropout(0.2))
model.add(LSTM(units=50, return_sequences=True))
model.add(Dropout(0.2))
model.add(LSTM(units=50))
model.add(Dropout(0.2))
model.add(Dense(units=9))
model.compile(loss="mse", optimizer="adam")
model.fit(x_train, y_train, batch_size = 32, epochs = epochs)
model.summary()
model.save("multiple_features +str(steps)+"steps+str(epochs)+"epochs.h5")
print("Saved model to disk")
```

```python
y_test = test[steps:].reset_index(drop=True)
```

# Visualise the ask_price predictions
```python
plt.figure(figsize = (18,9))
plt.plot(y_test["ask_price"], color = 'red', label = 'y_test')
plt.plot(y_hat[:,0], color = 'blue', label = 'y_hat')
plt.title("y_hat["ask_price"] vs y_test["ask_price"]")
plt.ylabel("ask_price")
plt.legend()
plt.show()
```
Therefore, Adam optimizers are used for both the architectures, which the linear regression method is likely to fall prey to. This method is helpful because it avoids backpropagation mistakes brought on by vanishing or bursting gradients, which can occur when virtual layers are unfolded in space and can propagate backward through an unlimited number of layers.

By maintaining backward dependencies, the LSTM algorithm can handle several datasets and data points and give results that are believable. Input, output, and forget gates are used in its operation. To decide whether to keep old output, the forget gate uses a sigmoid function. The input gate accepts the current and hidden states as inputs, enabling the use of both the old and new output values. The value of the following hidden state is decided by the output gate.

The below diagrams depict how both these architectures are used to generate outputs by training the input data multiple times and minimizing losses.

Fig. 8. LSTM Architecture
Fig. 9. RNN Architecture
B. RNN (Recurrent Neural Network) Algorithm:

Similar to the working mechanism of neuron network in human bodies, this particular type of artificial neural network which is also called a recurrent neural network (RNN) utilizes some sort of sequential or time series data. These deep learning models are included into popular applications including voice-based models like Siri, and Google Translate. Although, they are more often used for temporal or ordinal tasks like converting one form of language to another, natural language processing (NLP), speech to text as well as text to speech pattern formations, and writing catchy captions for images. Similar to other deep neural networks such as feedforward and convolutional neural networks (CNNs), RNNs provide the output by making use of data that is trained. Yet, their distinguishing characteristic is their capacity for "memory," since they make use of knowledge from earlier inputs to affect the input and output of the present. RNNs generate outputs that depend on earlier parts in the sequence, in contrast to typical neural networks that operate under the assumption that inputs and outputs are independent. Although information from future events could aid in predicting the output of a given sequence, unidirectional RNNs are unable to consider these events in their predictions.

Reference :
- https://www.researchgate.net/figure/LSTM-system-architecture_fig4_342260468
- https://www.researchgate.net/figure/The-standard-RNN-and-unfolded-RNN_fig1_318332317

SYSTEM ARCHITECTURE DIAGRAM

![System Architecture Diagram](image-url)
The system architecture diagram represented in Fig. 9 represents the whole structure of the analysis done. The steps define that firstly a thorough research was done to find a perfect algorithm for the forecasting of time-series dataframe. LSTM and RNN were chosen as a result, the data was collected from Kraken API, splitting was done to check how the model would work, normalized the data for ease, implemented the algorithm on the data and obtained the desired results.

**RESULTS AND DISCUSSIONS**

Utilizing the collected dataset and after thorough Exploratory Data Analysis that helped us know about all the types of columns and rows available, we were able to eliminate unwanted sections and performed analysis only on the target variables. Therefore, putting LSTM as well as RNN algorithms into use for this kind of forecasting on a time-series dataset on it was a good option. Hence, this paper was successfully able to oversee the bitcoin prices up to 20 minutes so that in near future, traders can invest accordingly and analyse the market trends well in advance.

Through the below pictorial representations, the variations and similarities between the predicted and the real prices of both bid as well as ask price could be seen:
Fig. 10. $y_{\text{hat}}$ vs $y_{\text{test}}$ (ask price) – LSTM and RNN

Fig. 11. $y_{\text{hat}}$ vs $y_{\text{test}}$ (bid price) – LSTM and RNN
As seen in figs. 10 and 11, the anticipated and real values for both the ask price and the bid price match very accurately, however the final results deviate slightly from reality.

The four are shown together in Fig. 12 as follows:

![Graph showing forecasted steps for EURBTC using LSTM and RNN](image)

The anticipated actions in relation to EURBTC can be observed in fig. 12. These are the actual and anticipated values, and they are somewhat similar. This is how the LSTM and RNN algorithms allow us to predict values up to 20 minutes in the future.

**VI. DISCUSSIONS:**

To carry out the tasks, Python was used. Various packages were imported to clean data, perform required numerical operations, drop unwanted columns and carry out modelling:

1) **Numpy:** This library is typically used to make computations, work with numbers, and run statistical analyses.

2) **Matplotlib.pyplot:** In order to plot different types of graphs for better understanding of the data, this package is used.

3) **Seaborn:** It is another python library that provides pictorial representations of labeled datasets.

**Discussions:**

...
4) **Panda:** Even when employing data that is not uniform in nature, it helpstoframedata that is not just tabular, nut also labelled.

5) **MinmaxScaler:** It is employed to standardise data values within a predetermined range.

6) **Keras:** The python interface for working with neural networks for forecasting is made available as a result.

To obtain required dataset, we resorted to kraken as it is an API which is an open-source tool that provides data for not just bitcoin but other currencies as well, and the dataset utilised in this study is from the kraken exchange. First, the bitcoin dataset's data was divided. For training, we used 80% of it, and for testing, the remaining 20%.

The research produces a graphic depiction of the predicted bitcoin price for the next 20 minutes using matplotlib.

Those who often invest in bitcoin for a little period of time and are not particularly successful over the long term may find this study to be of great use. Also, the databases are currently publicly accessible, and soon they will be a major success when combined with other elements like human sentiments.

**VI. FUTURE SCOPE**

- Increasing the size of the dataset: More historical data can improve the accuracy of our model and help us make more precise predictions.
- Exploring different neural network architectures: While RNN and LSTM are effective in predicting sequential data, there are other neural network architectures that we can explore, such as Convolutional Neural Networks (CNNs) and Transformer models.
- Incorporating external factors: External factors such as market sentiment, news, and social media activity can have a significant impact on Bitcoin prices. Incorporating these factors into our model can provide more comprehensive and accurate predictions.
- Applying our model to other cryptocurrencies: While our research focused on Bitcoin, the same model can be applied to other cryptocurrencies such as Ethereum, Litecoin, and Ripple. This can help us compare the accuracy of our model with other cryptocurrencies and expand our understanding of the crypto market.
- Implementing an optimal ideaset for trading in future: Our methodology can be utilised in order to execute a trading methodology that can help investors make informed decisions about when to buy and sell Bitcoin. Further research can focus on developing such a strategy and back-testing it with historical data.
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