Multi-Angle Facial Recognition: Enhancing Biometric Security with a Broadly Positioned Stereo-Camera System
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Abstract. This study addresses the vulnerabilities of traditional monocular camera-based face recognition systems, emphasizing the need for improved security and reliability in biometric authentication under varying environmental conditions, lighting, and human poses. To counteract the risk of spoofing attacks using masks or static images, we introduce a multi-angle stereo camera system. This system is strategically designed to capture facial imagery from multiple perspectives, thereby enhancing depth perception and spatial accuracy, crucial for high-security authentication. Employing a novel image processing approach, the study integrates a Convolutional Neural Networks (CNN) with a simple Boolean operation to differentiate the landmarks detected on each camera. This method exploits CNN’s robust feature extraction capabilities and the effective usage of stereo camera, enabling precise detection and analysis of 3D facial landmarks. Such an approach significantly bolsters the system’s ability to differentiate between genuine faces and deceptive representations like masks or static images. Empirical results demonstrate that the stereo camera configuration substantially improves recognition accuracy, reducing both false positives and negatives, especially in controlled spoofing scenarios. The advanced 3D facial landmark detection further reinforces the system’s security. With its enhanced robustness and security, the developed system shows great potential for applications in areas requiring stringent identity verification, such as banking, public facilities, and smart home technologies.

1 Introduction

In the current digital security landscape, the reliance on conventional authentication methods, such as passwords, pin numbers, and security patterns, is ubiquitous. These methods, while familiar and straightforward, present significant challenges in terms of security and user convenience. For instance, about 56% of users who don’t use password managers end up resetting their passwords every month due to forgetfulness [1]. The frequent necessity for users to reset passwords due to forgetfulness exemplifies a...
fundamental issue in digital security: striking a balance between ease of use and robust security measures.

However, the efficacy of these traditional security methods is increasingly being questioned. The vulnerability of password-based systems is highlighted by the alarming statistic that more than 24 billion passwords were compromised by cyber-attacks in 2022 [2]. This susceptibility, combined with the inherent risks of password theft and the difficulty in remembering complex passwords, underscores the inadequacies of conventional security approaches.

In response to these vulnerabilities, our research introduces an advanced solution: the application of a Stereo-Camera System to enhance biometric security, with a particular focus on facial recognition technology. This system offers a substantial improvement over traditional methods by utilizing the unique aspects of biometric data. Traditional monocular face recognition is vulnerable to spoof attacks using relatively simple digital images [3]–[5]. Employing two cameras to capture facial images from various angles, coupled with 3D Dense Face Alignment technology [6], the system ensures accurate and reliable individual identification and authentication, as it can differentiate between real faces and digital images. This method not only elevates security by minimizing the likelihood of spoofing attacks but also alleviates the cognitive load associated with memorizing complex passwords.

The essence of our study is to establish the effectiveness of the Stereo-Camera System in differentiating between genuine and fraudulent facial recognition attempts. Our research demonstrates that this system can significantly enhance the security of biometric authentication processes, while simultaneously maintaining user convenience. This advancement in mitigating the risks associated with password-based systems and providing a more secure, user-friendly alternative represents a significant contribution to the field of digital security. It underscores the growing relevance of biometric technologies in overcoming prevailing security challenges and sets a new benchmark for secure and efficient user authentication (Fig. 1).

Fig. 1. Overview of the stereo-camera face recognition model architecture
2 Method

2.1 Overview

This study focuses on improving the security of face recognition using a Stereo-Camera System. The method involves using 3D Dense Face Alignment (3DDFAv2) [6] and a stereo camera setup. This setup uses two cameras to take pictures of a person's face from two different angles at the same time. Both images are processed to get 3D facial landmarks, which is also used for the person identification. If the landmarks from the images of the stereo cameras are too similar, it suggests that the face might not be real. The experiment has two parts: 'True' and 'Fake'. In the 'True' part, we take pictures of a real person from two angles at the same time. In the 'Fake' part, we use a 2D image to test if the system can detect a fake face. This approach helps us test how well the Stereo-Camera System can tell the difference between real and fake faces (Fig. 2).

Fig. 2. Hardware acquisition system setup

2.2 Person identification and spoofing classification

The person identification system uses a 3DDFAv2 to generate the 3D face landmarks of the person and Dlib [7] face recognition framework library. 3DDFAv2 comprises of Landmark Regression Regularization, Meta-joint Optimization, and 3D Aided Video Synthesis. The Landmark Regression Regularization is a pivotal aspect of this framework, where 2D sparse landmarks are treated as an auxiliary regression task. This approach involves adding an extra landmark-regression task to the global pooling layer, trained using an L2 loss function. By flattening 68 2D landmarks into a 136-dimensional vector, the algorithm effectively emphasizes the significance of each landmark in the regression process. Meanwhile, Meta-Joint Optimization optimizes the joint distribution of parameters such as pose, expression, and illumination. This is achieved through the implementation of Vertex Distance Cost (VDC) and Weighted Parameter Distance Cost (WPDC). VDC focuses on minimizing the vertex distances between the fitted 3D model and the ground truth. In contrast, WPDC assigns varying weights to each parameter.
based on their importance, thus refining the accuracy of the 3D face reconstruction. Furthermore, the 3DDFAv2 algorithm integrates a novel 3D Aided Short-Video-Synthesis approach, designed to improve the stability of 3D face alignment in video applications. This strategy addresses the common issue of random jittering in predictions, a notable challenge in existing methods. By transforming a single still image into several adjacent frames, forming a short synthetic video in a mini-batch, the algorithm models various dynamics such as noise, motion blur, in-plane rotation, and out-of-plane face movement.

All three of these components are used to generate 3D landmarks of a person’s face. The resulting 3D face landmarks can then be passed on to the Person Identification Network that uses Dlib and the Spoofing Classification which uses a simple Boolean operation to compare the detected. Given landmarks detected from the first camera as a set ($F_1$) and from the second camera as another set ($F_2$). The comparison can be formulated as:

$$\text{TruePerson}(F_1, F_2) = \begin{cases} 
\text{true} & \text{if } F_1 \cap F_2 = \emptyset \\
\text{false} & \text{otherwise}
\end{cases} \quad (1)$$

2.3 Hardware setup

The hardware for the acquisition system is set as shown in Figure 2. Two cameras are set apart so that they can capture the user’s faces and obtain different landmarks. The setup is flexible and does not require calibration since the spoofing classification algorithm only considers the similarities between types of landmarks within the two sets. Therefore, the proposed method can be implemented efficiently.

2.4 Experimental setup

A Windows 11 desktop computer equipped with an Intel i7 13700KF CPU, 64 GB of RAM, and an NVidia RTX 3060-12GB VRAM GPU is used to train the suggested approach. The 3DDFAv2 model is trained on AFLW2000-3D [8], Florence [9], and Menpo-3D [10] datasets. Meanwhile, for testing purposes, we retrieve images from four subjects of various genders and ages by ourselves.

In the experimental validation of the proposed stereo camera-based facial recognition system, two meticulously designed test scenarios were employed to assess the system’s efficacy in detecting spoofing attempts and its accuracy in authenticating legitimate users.

The first scenario, aimed at simulating a spoofing attack, involved the use of a tablet to display a static image of a real person’s face. This setup was chosen to emulate a potential spoofing technique where an attacker might utilize a photograph or a digital representation of a legitimate user’s face. The stereo cameras were then tasked with capturing the image displayed on the tablet screen, thereby testing the system’s ability to discern between real human presence and digital reproductions of a face.

In contrast, the second scenario was devised to replicate a normal user authentication process. This involved the direct capture of a real person’s facial images using the stereo cameras, simulating a genuine user attempting to gain access. The purpose of this scenario
was to evaluate the system's performance under standard operating conditions, ensuring its reliability and accuracy in verifying actual users.

These two contrasting scenarios were instrumental in rigorously evaluating the system's capabilities. The spoofing simulation provided insights into the system's resilience against fraudulent access attempts, while the authentic user login simulation gauged its effectiveness in correctly identifying and granting access to legitimate users. These scenarios offered a comprehensive evaluation of the system's overall performance, encapsulating both its defensive robustness against security threats and its operational efficacy in user verification (Fig. 3 and Fig. 4).

![Camera 1](image1)
![Camera 2](image2)

**Fig. 3.** “True Person” example has different landmarks from Camera 1 and 2
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**Fig. 4.** “Fake Person” example has the same landmarks from both Camera 1 and 2, indicating a spoof attack

### 3 Result and discussion

The results of this study is summarized in Table 1. The method use stereo cameras and a Boolean operation for landmark comparison, demonstrates a noteworthy performance in both identifying individuals and detecting spoofing attempts. Notably, the person identification accuracy stands at 75%, while the system achieves an impressive 100% accuracy in spoofing classification.

The 75% accuracy rate in person identification, while substantial, suggests room for improvement. This figure indicates that while the system is generally reliable, there are instances where it may not correctly identify a legitimate user. These occurrences could be attributed to various factors such as variations in lighting, facial expressions, or occlusions, which are common challenges in facial recognition technologies. Future
enhancements could involve refining the person identification network that uses a more advanced model as Dlib is a lightweight model.

In contrast, the system’s perfect score in spoofing classification underscores its effectiveness in distinguishing real human faces from replicas or digital images. This success can be chiefly attributed to the stereo camera setup’s ability to capture distinct features from two angles, which are challenging to replicate in spoofed attempts. The Boolean comparison method proves to be particularly adept in this context, offering a simple yet fail-proof mechanism to detect discrepancies in facial landmarks indicative of spoofing.

Overall, the research presents a compelling case for exploring minimalistic approaches in biometric security systems. The findings suggest that such methods can provide substantial benefits, particularly in environments where complexity and resource constraints are key considerations. Future work could focus on addressing the limitations in person identification while maintaining the high standards achieved in spoofing detection, potentially leading to a more balanced and universally applicable facial recognition system (Table 1).

Table 1. Summary of the model’s performance

<table>
<thead>
<tr>
<th>Item</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desktop hardware</td>
<td>Intel i7-13700KF, Nvidia RTX 3060 12GB</td>
</tr>
<tr>
<td>Stereo cameras</td>
<td>Logitech Brio 500</td>
</tr>
<tr>
<td>Input dimension</td>
<td>1920 × 1080</td>
</tr>
<tr>
<td>Person identification</td>
<td>75%</td>
</tr>
<tr>
<td>Spoofing Classification accuracy</td>
<td>100%</td>
</tr>
</tbody>
</table>

4 Conclusion

This research introduces a novel approach to facial recognition security systems, emphasizing simplicity and effectiveness. By leveraging a stereo camera setup to capture facial images from different angles, the study’s main contribution lies in utilizing a straightforward Boolean operation to compare facial landmarks. This method effectively distinguishes between real human faces and spoofed representations. The system’s ability to accurately identify spoofing using this method has been demonstrated in various test scenarios, including ones that simulate digital image-based spoofing and real user authentication. The success of this research underlines the potential of combining basic logical operations with stereo imaging technology in enhancing security measures. While sophisticated systems are often the focus in the realm of biometric security, this study proves that simplicity can also lead to robust and efficient solutions.
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