Churn prediction analysis of telecom customers using svm, random forest and logistic regression models using orange data mining tools

Ana Nurtriana1*, Devi Dwi Rachmawati1, Marina Artiyasa1, and Deni Syahrudin Zapar Sidiq1
1Electrical Engineering, Nusa Putra University, Sukabumi, Indonesia

Abstract. This research aims to apply classification algorithms to telecommunication customer churn data using Orange Data Mining. The methods used include Support Vector Machine (SVM), Random Forest and Logistic Regression. The dataset used is secondary data, the dataset is downloaded from the kaggle website with a total of 7,043 customer data and 21 variables that will be used to predict telecommunication churn. 

In this study Exploratory Data Analysis (EDA) was conducted to understand the characteristics of the data, identify patterns and trends that can be used to improve the performance of classification algorithms. The results of EDA show that telecommunication customer churn data has several characteristics, namely unbalanced churn data, with the number of customers who churn less than customers who do not churn. With the results of the accuracy value, namely Random Forest 76% followed by Logistic Regression 79% and SVM 74%. The best accuracy is obtained by Logistic Regression with an accuracy value of 79%. These results show that logistic regression has a better ability to classify telecommunication customer churn data compared to other classification algorithms, this research shows that Orange Data Mining can be used to classify telecommunication customer churn data.

1 Introduction

In recent years, competition among the telecommunications industry has increased significantly. Machine learning, a subset of data mining [1–3]. Various telecom service providers compete in the market to increase their customer share. Policy makers and business analysts believe that acquiring new customers is more expensive than retaining existing customers [4]. Customers have many choices of better and cheaper services. Customers switch services or telecommunications churn from one service provider to another [5,6]. Customer churn has a very high impact on the development business because of its direct link to the core engineering business [7]. Especially since it directly affects the company's sales. In the telecommunications sector, companies are trying to develop methods to predict potential customer churn [8].

Therefore, companies need data analysis to predict the possibility of customer churn by making Churn predictions in the telecommunications sector [9]. Customer churn in the telecommunications industry is certainly a serious problem. Operators need a churn prediction model to prevent customers from switching to other operators [10]. To overcome the problem of customer churn, telecommunications companies need to understand the factors that contribute to churn so that they can take appropriate action to minimize churn rates [11].

Previous research has become the basis for research on telecommunication customer churn prediction [12] but in research B. Prabadevi, R. Shalini, B.R. Kavitha with the title "Customer churning analysis using machine learning algorithms" 2023 using python implementation with the research objective to provide advice on optimal machine learning strategies for early prediction of client churn. [13] suggests the potential for preprocessing telecommunication churn datasets. The identified gaps have prompted the authors to conduct an experimental study on customer churn prediction in the telecommunications industry. The main objective in this study is to test algorithms from exploratory data analysis and from feature selection results in finding and determining trends from patterns in telecommunication datasets and preprocessing to prepare the data for further data mining processes. With that, this study will compare the performance of several machine learning algorithms namely, SVM, Logistic Regression and Random Forest, with publicly available telecommunication datasets. Metrics such as Accuracy, Precision, Recall. are used to be able to evaluate and compare the results of the performance of prediction algorithms, from classifiers and this research implements one of the data mining tools, namely orange data mining to predict telecommunication churn algorithms.

Orange Data Mining is a popular and powerful data analysis tool for building and testing classification models [14]. The advantages of Orange Data Mining
include speed of model development, ease of use, and extensive support of analysis features. Orange data mining offers flexibility in data preprocessing, visualization, and data processing. [14–16] Train and test models with one software. However, Orange Data Mining has some shortcomings in performing data mining processes, such as not being suitable for large data and not having advanced features such as machine learning and deep learning [17]. The author expects by combining classification models such as SVM, Random Forest, and Logistic Regression. By using the Orange Data analysis tool, [4] the results of this study can make a practical contribution to telecommunications companies in developing more effective marketing strategies, reducing customer switching rates, and improving overall business decisions.

2 Literature study

2.1 Data mining

Data mining refers to the process of extracting added value in the form of unknown information manually from a database [18] that information will be obtained by extracting and recognizing important or interesting patterns from the data in the database. Classification, which is the process of dividing data into several classes or categories based on the attributes in the data [19].

2.2 Orange data mining

Orange Data Mining implements various algorithms and techniques related to data analysis and machine learning. Orange data mining is a useful data mining tool for visual programming and exploratory data analysis. Orange data mining consists of several components called widgets With Orange data mining software, it is easy to use because it is already in the modeling stage and contains many methods.

2.3 Exploratory data analysis

Exploratory churn in telecommunications refers to the process of analyzing customer data to identify patterns and factors that contribute to customer churn. EDA can be used to identify patterns, trends, and factors that contribute to customer churn rates in the telecommunications industry [20].

Exploratory Data Analysis (EDA) is performed to be able to describe the main characteristics of each attribute by including, minimum and maximum values, mean, standard deviation and others. The main purpose of EDA in telecom churn is to extract important information from existing data to help understand customer churn behavior and identify the factors that influence it [21].

2.4 Support vector machine

Support vector machine is a supervised machine learning algorithm that can be used for regression or classification. This algorithm was introduced by. The main idea of this algorithm is to find a hyperplane to separate a data set into classes. In the literature, Support Vector Machine (SVM) can show its application to the problem of analyzing telecommunications customer churn [22,23].

2.5 Random forest

Random Forest is an ensemble learning model that is built by bagging multiple skewed trees representing independent decision trees with feature selection and generating classification results by feeding inputs into these internal trees and aggregating the results based on voting techniques, the theory of random forest is to build multiple decision trees based on sample data using only a few attributes [24].

2.6 Logistic regression

Logistic regression model is one of the machine learning algorithms that is not a black box model. Usually black box models are complicated, but logistic regression shows what it actually does. Logistic regression can be binary, multinomial or ordinal [25].

2.7 Confusion matrix

Confusion Matrix is a performance measurement for machine learning classification problems, where the output can be 2 or more classes. Confusion Matrix has a table with 4 different mixtures of predicted and actual values. Based on the table, it is explained that there are 4 designations that represent the results of the classification process in the confusion matrix, namely True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). Confusion Matrix Calculates the negative and positive values in the model. Confusion matrix can be used to display prediction results that match or do not match the actual test data class. [25,26].

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)}
\]

\[
\text{Precision} = \frac{(TP)}{(TP + FP)}
\]

\[
\text{Recall} = \frac{(TP)}{(TP + FN)}
\]

In this research, the churn prediction model used in the evaluation uses accuracy, precision and recall. With a number of correctly classified examples. Accuracy is the level of correlation between the predicted value and the actual value, while precision is the level of accuracy between the data expected by the user and the answer given by the system. And recall is the success rate of a system in finding back data previous research.

2.8 Previous research

telecommunication customer churn data. This research shows that both algorithms can produce high accuracy, which is 85.2385% for logistic regression and 85.1785% for logit boost [27].

Nalatissifa H, Pardede H (2021) "Prediction of Customer Decisions Using Deep Neural Network on Telco Customer Churn Data" Nusa Mandiri University This research uses Deep Neural Network (DNN), extreme gradient method boosting (XGBoost), and random forest (RF) models. Using Python random search produces DNN modeling with a performance accuracy value of 83.09%, Random Forest (RF) 80.03%, (KNN) 78.64% (DT) 74.63% using three hidden layers, the number of nodes in each hidden layer is \([20, 35, 15]\), using an optimizer RMSprop 0.1, learning rate 0.01, with the fastest setup time of 21 seconds. [28]

Jayawiguna I, Swamardika I, Sudarma M. (2020) "Comparison of Model Prediction for Tile Production in Tabanan Regency with Orange Data Mining Tool" The purpose of this study is to predict tile production in Tabanan Regency and identify the factors that most influence tile production. The predictive modeling conducted in this study used various data mining techniques, including classification trees, AdaBost, and kNN. Because orange data mining tools are GUI-based and user-friendly. The results of predicting tile production based on the characteristics of raw materials, energy, and labor are quite accurate, with the Linear Regression prediction model getting the highest score. [29]

Thange U, Shukla V, ritu, Grobbelaar W (2021) "Analyzing COVID 19 Dataset through data mining tool orange" This study uses the Orange data mining tool to find hidden patterns in Indian Covid-19 data to predict the COVID-19 outbreak. In this study combining machine learning and SIR (Susceptible, Infectious or Recovered) / SEIR (Susceptible, Exposed, Infectious or Recovered) models is recommended to improve the current standard epidemiological models in terms of accuracy and longer processing time. This study shows that Orange can be used as an effective tool to analyze Covid-19 data and predict Covid-19 outbreaks in India. The results show that Orange can be used as a useful tool for modeling epidemic chains. Based on the results of this study, it can be seen that the number of cured cases is still small compared to the number of cured patients. The mortality rate is also very minimal [30].

Agrawat S, Das A, Gaikwad A, sudhir (2018) "Customer Churn Prediction Modeling Based on Behavioural Patterns Analysis using Deep Learning". This research uses Deep Learning methods to predict power outages on Telco datasets. A multi-layer artificial neural network is designed to build a non-linear classification model. This model predicts the churn rate based on customer features, support features, usage features, and contextual features. The probability of unsubscribing and its determinants are predicted. The trained model then applies final weights to these features and predicts the churn probability for that customer. The accuracy achieved was 80.03%. [31]

Prabadevi, R. Shalini, B.R. Kavitha "Customer churning analysis using machine learning algorithms" 2023 The purpose of this study is to provide advice on optimal machine learning strategies for early client churn prediction [32,33]. The results show that the value of each algorithm is Stochastic Gradient Booster provides the highest accuracy for predicting client churn, which is 83.9%, Random Forest 82.6% Logistic Regression 82.9% and K-Nearest Neighbor has the lowest accuracy, which is 78.1%. The data used in this study is customer data from a telecommunications company [34]. The data includes information on customer demographics, behavior, and transactions. The data was cleaned and transformed before being used for machine learning model training. The accuracy of the algorithm was measured using the area under the curve (AUC) [35]. AUC is a measure of classification model performance that calculates the area under the ROC curve. The tools used in this research are Python, a programming language used to develop machine learning models and Python's Scikit-learn Library for machine learning [36].

3 Research method

The research methodology is in the prediction process with classification techniques to predict telecommunication customer churn. telecommunication customer churn which includes several stages, starting from data collection, determining the training set data and data preparation as well as data exploration and analysis, data pre-processing Then, performing data division using the Orange application. Finally, the author analyzes and tests the algorithm obtained in this study [37].

Fig. 1 Research method

3.1 Research attributes

There are 21 research attributes of the data which include 1 target attribute with 3 numeric attributes and 16 categorical attributes and 1 text attribute [38]. The description of the data set is described in Table 1.

Table 1. Description of the data set

<table>
<thead>
<tr>
<th>No</th>
<th>Attributes</th>
<th>Type</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>identification number</td>
<td>text</td>
<td>Identification Number assigned to each customer</td>
</tr>
<tr>
<td>2</td>
<td>gender</td>
<td>categorical</td>
<td>customer gender</td>
</tr>
<tr>
<td>3</td>
<td>elderly citizens</td>
<td>categorical</td>
<td>senior citizens or not</td>
</tr>
<tr>
<td>4</td>
<td>partner</td>
<td>categorical</td>
<td>the customer has a partner or not</td>
</tr>
</tbody>
</table>
### 3.2 Determination of data set

To solve the problems in this research, the author starts by collecting datasets [39]. The telecommunication customer churn dataset was obtained by the author from the Kaggle Data mining website, with the amount of data obtained being 7043 rows (customers) and 21 columns (Attributes). Then from the dataset, the author began to process properly and then proceeded to the data preparation stage.

![Collection of data in excel format](image.png)

### 3.3 Explorationary data analysis

In processing and exploring the Training Set data using Orange, the author uses widgets in Orange with the purpose of EDA in Orange Data Mining is to understand the properties of data and find patterns and discover patterns and relationships in the data [40]. Through EDA, the author can select the most relevant attributes to predict customer churn and create an accurate churn prediction model.

![Exploratory Data Analysis](image.png)

The data to be used for EDA is customer data from a telecommunications company. This data can include demographic information, service usage, and customer satisfaction. Data visualization can help the authors to see patterns and trends that are not visible in the raw data.

### 3.4 Pre-processing

In research, the datasets used to build machine learning models are usually imperfect. A dataset will likely have missing data, which is missing or incomplete data. Missing data can occur for various reasons, such as data input errors, data corruption, or uncollected data [41]. Missing data can affect the performance of machine learning models. If missing data is not handled properly, the machine learning model may produce inaccurate
results. Therefore, data preprocessing using impute widgets is necessary to fill in the missing values in the dataset [42]. The dataset preprocessing techniques in this study include data cleaning, churn dataset sharing, discretization, and reduction.

3.4.1 Cleaning data

This research uses the impute widget to replace unknown values in the dataset. There are Dataset 11 unknown or missing values in the TotalCharges column, therefore the author performs preprocessing by using the impute widget to fill in the missing values in the dataset [43].

![Fig. 4. Missing data import process](image)

3.4.2 Dataset churn division

In the dataset process that uses Orange data mining, data division in machine learning is the process of dividing the dataset into two subsets: training data (training set) and test data (test set).

![Fig. 5. Stages of Data Sharing](image)

3.4.3 Data selection process

In the telecommunication churn data selection process, data selection will be carried out on attributes, with the data selection widget used to select features that will be used to build the model. Figure 6 shows the process of selecting attribute data on 21 attribute data with 1 attribute as the target, namely churn.

![Fig. 6. Data selection process](image)

3.4.4 Data mining process

In analyzing the performance of several classification models in tool Orange, a comparison of several data mining methods was conducted to select the best method with high accuracy, in classifying the telecommunication customer churn dataset as shown in Figure 7.

![Fig. 7. Telecommunications churn widget design](image)

The design of the data mining widget is carried out using a classification model with Orange data mining, namely SVM, Random Forest and Logistic Regression (Figure 7). Furthermore, the test data will be processed by data classification with the final value of the evaluation results.
3.4.5 Model comparison test process

In the process of testing the classification model that has been made before, test data is needed to determine the results of the classification model as shown in Figure 8.

Fig. 8. Widget design for the telecommunications churn dataset classification model

In the red box, there is a model that will be tested for model comparison by entering it into the classification to find out which accuracy value is more accurate.

3.4.6 Model comparison evaluation process

The next process is to perform the classification model comparison process using Test and Score which is needed to calculate the success rate between each classification model in Orange data mining as shown in Figure 9.

Fig. 9. Test and score widget design

The process of calculating the success rate of the classification model using the Test and Score widget is carried out, which will then be evaluated for accuracy using the Confusion Matrix.

4 Results and discussion

Research by implementing datasets using orange data mining tools, data visualization has been generated and will further understand the patterns and trends of customer churn data. By understanding the patterns and trends, companies can identify the factors that cause customer churn and take action to reduce churn.

4.1 Distribution

In orange data mining tools, distribution widgets can be used to understand how attribute values are distributed in data. This can help to identify patterns and trends that can be used to make decisions and this method can help to display the distribution values of a variable.

Fig. 10. Histogram Distribusi Numerik Atribut

Senior citizen customers predominantly do not churn as seen in the distribution. The most significant difference between the two distributions is that the churn distribution of retired customers has fewer non-churning customers. The histogram therefore shows that retired customers are slightly more likely to not churn than non-retired customers.

The gender distribution shows the data set displays a relatively equal amount of churn and number of male and female customers i.e. the number of female customers is 49.52% with 13.33% churn by female customers and the number of male customers is 50.48%, with 13.20 male customers churning.

The histogram of telecommunication phone service churn distribution shows that customers who have short-term or monthly contracts have a higher churn rate than customers who have one-year or two-year contracts.

The histogram (Figure 10) shows that customers who use paperless billing churn more than customers who use paper billing.

The Histogram of telecom customer churn distribution based on tenure shows that customers with shorter tenure are more likely to churn than customers with longer tenure.

From the Histogram of telecom customer churn distribution by number of dependents, it shows that customers with dependents are more likely to churn than customers without dependents. The histogram shows that about 21.91% of customers with dependents churn compared to customers without dependents churn only about 4.63%.

From the Histogram of monthly charges distribution of telecom churn shows that customers with higher
monthly charges are seen to be more likely to churn than customers with lower monthly charges to churn.

The results from the Histogram of the distribution of total charges of telecommunication churn show that customers with higher total charges tend to churn than customers with lower total charges of telecommunication churn. It can be seen that customers without partners churn more with a churn value of 17.04% compared to customers who have partners with a lower churn value of 9.50%.

Fig. 11. Payment method vs churn

The distribution of telecommunication churn payment methods shows that customers tend to make payments using the electronic check method and using the automatic electronic check method has the most churn. Meanwhile, customers who use credit card payment methods have the lowest churn rate.

Fig. 12. Contract vs churn

From the results of the Figure 12, it shows that customers who prepay monthly tend to churn higher than customers who prepay or contract 1 or 2 years.

Fig. 13. Churn and Non-churn

In Figure 16 there is a graph illustrating the results of churn and non-churn with the number of churn customers being 1869 with 26.54% and the number of non-churn customers being 5174 with 73.46%. The classification of churn data is unbalanced, with the number of customers who churn is less than the number of customers who do not churn.

4.2 Scatter plot

Fig. 14 shows that the monthly fee has a linear relationship with the total fee as expected. The telecom churn scatter plot shows the relationship between monthly fees and customer churn, indicating that there is a positive relationship between the two variables, i.e. the higher the monthly fees, the higher the likelihood of customer churn.

Fig. 14. Total charges vs monthly charges

4.3 Evaluation result with convolution matrix

Convusion Matrix is a tool to measure the performance of machine learning classification models, with two or more classes. Confusion matrix is a table that displays the results of model predictions against actual values. The Logistic Regression model evaluation results can be seen in Figure 13, the Random Forest model confusion results can be seen in Figure 14 and the SVM model confusion value can be seen in Figure 15.

Fig. 15. Value of the Confusion Matrix Logistic Regression method

The figure shows the True Positive (TP) result value of 1407, True Negative (TN) of 264, False Positive (FP) of 276, and False Negative (FN) value of 166. So that the Accuracy, Precision and Recall values of the Logistic regression method are as follows:

\[
\text{Accuracy} = \frac{1407 + 264}{1407 + 264 + 276 + 166} \times 100\% = 79\% \\
\text{Precision} = \frac{1407}{1407 + 276} \times 100\% = 83\% \\
\text{Recall} = \frac{1407}{1407 + 166} \times 100\% = 89\%
\]
The figure shows the True Positive (TP) result value of 1399, True Negative (TN) of 237, False Positive (FP) of 302, and False Negative (FN) value of 174. So that the Accuracy, Precision and Recall values of the Logistic regression method are as follows:

\[
\text{Accuracy} = \frac{1397 + 224}{1397 + 244 + 315 + 176} \times 100\% = 76\% \tag{4}
\]

\[
\text{Precision} = \frac{1397}{1397 + 244 + 315} \times 100\% = 81\% \tag{5}
\]

\[
\text{Recall} = \frac{1397 + 176}{1397 + 315} \times 100\% = 88\% \tag{6}
\]

\[
\text{Precision} = \frac{1397 + 224}{1397 + 244 + 315 + 176} \times 100\% = 83\% \tag{7}
\]

Fig. 17. Value of the Confusion Matrix SVM method

The figure shows the True Positive (TP) result value of 1277, True Negative (TN) of 286, False Positive (FP) of 253, and False Negative (FN) value of 296. So that the Accuracy, Precision and Recall values of the Logistic regression method are as follows:

\[
\text{Accuracy} = \frac{1277 + 286}{1277 + 286 + 253 + 296} \times 100\% = 74\% \tag{8}
\]

\[
\text{Precision} = \frac{1277}{1277 + 286 + 253} \times 100\% = 83\% \tag{9}
\]

\[
\text{Recall} = \frac{1277 + 296}{1277 + 253} \times 100\% = 81\% \tag{10}
\]

The results of evaluation and validation using ConfusionMatrix obtained the comparison value of Accuracy, Precision and Recall from 3 methods namely SVM, Random Forest, and Logistic Regression.

Table 2. Method performance comparison

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>74%</td>
<td>81%</td>
<td>83%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>79%</td>
<td>89%</td>
<td>83%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>76%</td>
<td>88%</td>
<td>81%</td>
</tr>
</tbody>
</table>

5 Conclusion

This study shows that, the attribute that affects telecommunication churn is the type of contract. Customers who prepay monthly tend to churn higher than customers who prepay or contract 1 or 2 years. Monthly prepaid customers have the freedom to unsubscribe at any time. Therefore, it can make it easier for customers to switch to another service. Whereas prepaid or 1 or 2 year contract customers have a longer commitment. They have to pay a monthly or annual subscription fee to use the service. This makes it harder for them to switch to another service provider. In addition to contract type, other attributes that can affect telecommunication churn are Payment method, Paperless billing, Tenure and Total Charges. Telecommunication companies can use the results of this study to develop strategies to reduce customer churn by using strategies such as offering more attractive contracts for prepaid customers, improving service quality to increase customer satisfaction and providing incentives for customers who remain subscribed. By implementing the right strategy, telecommunication companies can reduce customer churn and increase revenue. The results of the algorithm comparison show that the logistic regression algorithm is the best algorithm for classifying customer data that leaves the telecommunications network, with an accuracy rate of 79%. This research can contribute to the decision to retain telecommunication customers by identifying customers who tend to move to other operators. Logistic regression algorithm is the best algorithm to classify data of telecommunication customers who switch operators. Patterns and trends identified from EDA can be used to improve the performance of the classification algorithm.
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